
World Meteorological Organization
WWRP/Working Group on Tropical Meteorology Research
WWRP/Joint Working Group on Forecast Verification Research
Tropical Cyclone Programme

3rd  WMO International Conference on Quantitative 
Precipitation Estimation and Quantitative 
Precipitation Forecasting and Hydrology

Extended Abstract Volume

Hosted by
Nanjing University of Information Science and Technology

MOST 973 Typhoon Program (2009CB421500) of China
NSF Key Research Program (40730948) of China

CMA/CAMS NMC

Nanjing China

18-22 October 2010





-i- 
 

TABLE OF CONTENTS 
 
 

       Foreword                            iii 
 

Conference Framework                                                           iv 
 
Conference Programme                                                          v 

 
EXTENDED ABSTRACTS                                                  1 

 
 SESSION A1  
       High impact Precipitation Events (tropical cyclones, monsoons, and  
       severe storms)                                                                               3 

 
       SESSION A2  
       High impact Precipitation Events (tropical cyclones, monsoons, and  
       severe storms)                                                                               25 
 
       SESSION A3  
       High impact Precipitation Events (tropical cyclones, monsoons, and  
       severe storms)                                                                               59 
 
       SESSION B1  
       Quantitative Precipitation Estimates, in-situ, remote sensing observations        79 
                                           
       SESSION B2  
       Quantitative Precipitation Estimates, in-situ, remote sensing observations        107 
 
       SESSION B3  
       Quantitative Precipitation Estimates, in-situ, remote sensing observations      125 

 
SESSION C  

       Hydrologic prediction and coupled hydrology-atmosphere-land models      153 
 

SESSION D1  
       Verification of precipitation forecasts              183 
 

SESSION D2  
       Verification of precipitation forecasts            200 
 

SESSION E 
       Data assimilation for precipitation forecasting systems      229 
 
 



-ii- 
 

SESSION F  
       Precipitation variability and climate change            255 
 

 SESSION G1  
       Quantitative Precipitation Forecasts              287 
 

SESSION G2  
       Quantitative Precipitation Forecasts              312 

 

SESSION G3  
       Quantitative Precipitation Forecasts              331 

 

SESSION G4  
       Quantitative Precipitation Forecasts              357 

 
Session P 

       Posters                     381 



-iii- 
 

Foreword 

 

Weather disasters often arise from heavy precipitation, especially the rainfall resulting from 

tropical cyclones (typhoon, hurricane, super cyclonic storm, etc.) and monsoons around the world.  

These disasters include but are not limited to river bank crumble, huge reservoir collapse, flash 

flooding inundation, and landslide and mud-stone (debris) flows which often swallow up villages and 

devastate societies and human lives. Accurate quantitative precipitation estimation (QPE), 

quantitative precipitation forecasting (QPF), and hydrological prediction play an important role in 

disaster prevention and mitigation. 

 

The WMO International Conferences on QPE/QPF and Hydrology are quadrennial events 

organized by the World Meteorological Organization. The first of these meetings was held in Reading, 

UK, in September 2002. The second meeting was held in Boulder, Colorado, USA, in June 2006. The 

third meeting – represented by the abstracts included in this volume – will be held in Nanjing, China, 

in October 2010.  

 

The overall objective of this conference is to improve the science and technology of QPE/QPF 

and hydrological prediction with an emphasis on rainfall caused by tropical cyclones and monsoons. 

The conference will bring together researchers and forecasters from around the world to review the 

progress of research in this area during the four years since the last conference. Research 

achievements and operational forecasting needs will be discussed and exchanged across the 

conference to help integrate research accomplishments and operational needs. We hope and expect 

that some of the mature research achievements can be transferred to operational use in relevant 

National Meteorological and Hydrological Services (NMHSsS). 

 

Progress has been made in the area of QPE as a consequence of the swift development and 

exploration of the utility of remotely sensed data from satellite, Doppler radar, and other sorts of 

remote sensing devices. Recent improvements in limited area model capabilities and data assimilation 

techniques using different and new data sources have greatly advanced QPF capabilities. We expect 
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that some major achievements in these areas will be demonstrated in the conference. 

Seven topics have been selected as focus areas that are relevant for the conference objectives. 

The brief titles of these topics are:  

 High impact precipitation events, related to tropical cyclones, monsoons, and severe 

storms; 

 Quantitative Precipitation Estimation (QPE), in situ and remote sensing observations;  

 Hydrologic prediction and coupled hydrology-atmosphere-land models; 

 Verification of Quantitative Precipitation Forecasts (QPFs); 

 Data assimilation for precipitation forecasting systems; 

 Precipitation variability and climate change; 

 Quantitative Precipitation Forecasting (QPF). 

 

The major issues and relevant topics in QPE/QPF and hydrologic prediction are included in these 

topics, which will be the focus of presentations, discussions, and summaries in the meeting. 

 

This extended abstract volume includes invited lectures, contributed papers, and posters. We 

would like to extend our genuine gratitude to all of the authors and the IOC members (abstract 

reviewers) for their great efforts toward the success of the conference, and would especially like to 

thank Ms. Nanette Lomarda, senior scientific officer from WMO, who offered major contributions to 

the conference. Staff at the National Center for Atmospheric Research, in particular Ms. Carol 

Makowski and Ms. Pam Johnson, also contributed greatly to these efforts. We also would like to 

express our sincere appreciation to NUIST and the local organizing committee for their efficient 

assistance in organizing the conference. Our genuine thanks also go to the MOST national 973 

Typhoon Program (2009CB421500) and the Chinese NSF typhoon key research program (40730948) 

for their generous support of this event. Our appreciation is also extended to CMA/CAMS and NMC 

for their valuable help in organizing the meeting. 

 

 

 Lianshou Chen (Chinese Academy     Barbara Brown (NCAR, USA) 

 of Meteorological Sciences)     Yihong Duan (CMA, China) 

 Chair, International       Chungu Lu (NSF, USA) 

 Organizing Committee (IOC )    Co-chairs, IOC 
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   CONFERENCE SCHEDULE 
Third WMO International Conference on Quantitative Precipitation Estimation,  

Quantitative Precipitation Forecasting and Hydrology 
Nanjing. China 18-22 October 2010 

Date 
 

Time 
18 Oct  
(Mon) 

19 Oct  
(Tue) 

20 Oct  
(Wed) 

21 Oct  
(Thu) 

22 Oct 
(Fri) 

09:00 
09:50 

Opening 
Session  

B1 
Session     D1 

Session     
G1 

Session   
G3 

 Photo 
10:05 
10:30 

 Break 

  Break 
10:50 

 
 
 

12:15 

Session  
A1 

Session  
B2 

Session  
D2 

TC 
Panel 

Session 

G2 
Session  

G4 

Lunch (12:15 --- 13:45) 

13:45 
 
 
 
 

15:40 

Session  
A2 

Session  
B3 

Proposed 
Monsoon 
Rainfall 

RDP 

Session 

E 

Excursion 

 
14:40 

 
 
 

Summary 
 
 

16:40 

Break 

16:00 
 
 
 
 
 
 
 
 

17:45 

Session  
A3 

Session  
C 

Session  
F 

Break 
17:00 

Closing 
17:30 

 

  
Dinner 

19:15 
18:15 

 
 

20:30 

Ice-breaker 
and 

Reception 
Banquet 

Poster 

 
Topic areas A-G denote the 7 key topics for the workshop. A – High impact rain 
events for TC and monsoon; B – QPE; C - Hydrologic prediction; D – QPF 
verification; E - Data assimilation for QPF; F - Precipitation variability and 
climate change; G – QPF. 
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Conference program for the third WMO International Conference on 

QPE and QPF and hydrology  

(Nanjing, China 2010) 

 
 
List of topics: 
 

A. High impact precipitation events, related to tropical cyclones, monsoons, 
and severe storms 

 
B. Quantitative Precipitation Estimates, in situ and remote sensing 

observations 
 

C. Hydrologic prediction and coupled hydrology-atmosphere-land models 
 

D. Verification of precipitation forecasts 
 

E. Data assimilation for precipitation forecasting systems 
 

F. Precipitation variability and climate change 
 

G. Quantitative Precipitation Forecasts 
 
 
List of conveners and session chairs: 
 

A. Conveners:  
Russ Elsberry, C. -P. Chang 

 

Session Chairs: 
Lianshou Chen  (A1) 

Russ Elsberry   (A2) 

C. -P. Chang    (A3) 

 
B. Conveners:  

Paul Joe, Richard Johnson 

 

Session Chairs: 
Chungu Lu       (B1) 

Paul Joe         (B2) 

Richard Johnson   (B3 
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C. Conveners:  

Jinping Liu, Zhiyu Liu 

 

Session Chairs: 
Zhiyu Liu      (C) 

Jinping Liu     (C) 

 

D. Conveners:  
Anna Ghelli, George Craig 

 

Session Chairs: 
Anna Ghelli    (D1) 

George Craig   (D2) 

 

E. Conveners:  
Volker Wulfmeyer, Susan Ballard 

 

Session Chairs: 
Volker Wulfmeyer  (E) 

Susan Ballard      (E) 

 
F. Conveners:  

Bodo Ahrens 

 

Session Chairs: 
Bodo Ahrens     (F) 

 
G. Conveners:  

Yihong Duan, Jian Lin 

 

Session Chairs: 
Jian Lin           (G1) 

Tiziana Paccagnella  (G2) 

Yihong Duan       (G3) 

Susan Ballard       (G4) 

 
 P.  Poster Session 
     Convener: Volker Wulfmeyer 

 
 H.  Conference summary  
  Convener: Chungu Lu 
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Conference program: 
 
A. High impact precipitation events, related to tropical cyclones, monsoons, and 

severe storms 
Convener: Russ Elsberry, C. -P. Chang 

 

A1. 10:50-12:15 Session Chair: Lianshou Chen 
 

10:30-11:55 Richard Johnson (Invited): Synoptic and Mesoscale Processes Associated with Extreme  

  Convective Rainfall 

10:55-11:10 Christoph Brendel: Convection over the Taunus Mountains: Distribution, Tracks, and  

  Life  Cycle (Co-author: B. Ahrens) 

11:10-11:25 Ben Jong-Dao Jou: Monsoon Rainfall Characteristics: Precipitation Types and   

  Associated Environment Regimes observed during SoWMEX/TiMREX (Co-author: C.  

  Tong, and W. Lee) 

11:25-11:40 Yong Wang: Spatial and Temporal Variations of Extreme Precipitation Events in the  

  Huaihe River Basin, China (Co-author: Q. Miao, Y. Ding) 

11:40-11:55 Taoyong Peng: Some TC forecasting issues related to TCP/WMO 

11:55-12:10 Lorena Ferreira: Land-atmosphere interactions during a Northwestern Argentina Low  

  event:  impacts on precipitation fields  (Co-author: C. Sailo, and J. Ruiz) 

 

 

 

A2. 13:45-15:40 Session Chair: Russ Elsberry 
 

13:45-14:10 Lianshou Chen (Invited): On the Study of Tropical Cyclone Rainfall Mechanism 

14:10-14:25 Yuqing Wang: Influence of Typhoon Songda (2004) in Producing Distantly-Located  

  Heavy Rainfall in Japan (Co-author: Y. Wang, and H. Fudeyasu) 

14:25-14:40 Ying Li: On the Study of Rainfall Rate and Distribution Associated with the Typhoon  

  Winnie  (9711) during Its ET Process (Co-author: X. Lei, and L. Chen) 

14:40-14:55 Tong Xu: The estimation of TC quantitative precipitation forecast affecting Shanghai   

  in 2009  (Co-author: J. Li, X. Wang, H. Yu, B. Chen, and Y. Yang) 

14:55-15:10 Mei-ying Dong: Numerical Study of Topographic Effect on Rainfall Reinforcement  

  Associated with Tropical Cyclone Talim (2005) (Co-author: L. Chen, Y. Li) 

15:10-15:25 Fumin Ren: Changes in tropical cyclone precipitation over China 

   (Co-author: G. Wu, X. Wang, and Y. Wang) 

15:25-15:40 Yu Wang: The Verification of Tropical Cyclone Rainfall Prediction with global models of 

  CMA and JMA (Co-author: X. Shen, and D. Chen) 
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A3. 16:00-17:45 Session Chair: C. -P. Chang 
 

16:00-16:25 Russ Elsberry (Invited): Advances in Understanding the “Perfect Monsoon-influenced  

  Typhoon” (Co-author: C.-S. Lee, C.C. Wu, and T.-C. Wang) 

16:25-16:40 Jinhai He: The mechanism analysis of cloud and moisture sources/sinks in the formation 

  of  torrential rainfall  (Co-author: S. Gao, and L. Xu) 

16:40-16:55 Shakeel Asharaf: The Indian summer monsoon: precipitation – soil moisture    

  feedback/recycling (Co-author: A Dobler, and B. Ahrens) 

16:55-17:10 Yuchun Zhao: An Idealized Numerical Study on the Effects of Meiyu Front upon the  

  Initiation and Development of MCSs Producing Rainstorms  

17:10-17:25 Andreas Dobler: Regional climate projections of trends and variability in the Indian  

  summer monsoon (Co-author: B. Ahrens) 

17:25-17:40 Soi Kun Fong: The Effect of ENSO on the Summer Monsoon Rainfall in Macao 

   (Co-author: S. W. Chang, and I. H. Liu) 

 

 

B. Quantitative Precipitation Estimate, in-situ, remote sensing observations 
 Convener: Paul Joe, Richard Johnson 

 

B1. 09:00-10:30 Session Chair: Chungu Lu 
 

09:00-09:25 Paul Joe (Invited): Observations of Precipitation Processes at the Vancouver 2010 Winter 

  Olympic Games (Co-author: Multiple people) 

09:25-09:40 Ping-ping Xie: A High-Resolution Gauge-Satellite Merged Global Precipitation Analysis 

  And its Applications for Model Verifications  (Co-author: R. Joyce, S. Yoo, and Y. Yarosh) 

09:40-09:55 Dan Qi: Analyses of Quantitative Precipitation Estimation (QPE) Based on Merging  

  Satellite and Rain Gauge (Co-author: F. Tian, H. Wu, L. Zhao, F. Xu, and H. Bao) 

09:55-10:10 Philippe Chambon: The Megha-Tropiques accumulated rainfall algorithm TAPEER  

   (Tropical Amount of Precipitation with Estimation of ERrors): investigating the error  

  budget of  satellite quantitative precipitation estimations (Co-author: I. Jobard, and R. Roca) 

10:10-10:25 Rajendra P. Shrestha: Performance and Applicability of Satellite-Rainfall Estimation in  

  Nepal  

 

B2. 10:50-12:15 Session Chair: Paul Joe 
 

10:50-11:15 Kazuhiko Nagata (Invited): QPE and QPF of Japan Meteorological Agency 

11:15-11:30 Yan Shen: A new gauge-based precipitation analysis over mainland China and its   

  evaluation (Co-author: Q. Li, and Y. Pan) 

11:30-11:45 Zifeng Yu: Verification of Tropical Cyclone-Related Satellite Precipitation Estimates in   

         Mainland China (Co-author: H. Yu, P. Chen, C. Qian, and C. Yue) 

11:45-12:00 Anyuan Xiong:  Establishment of Real-time System for Daily Precipitation Analysis over     

         China (Co-author: Y. Shen, and M. Feng) 

12:00-12:15 Jiuke Wang: The representation of the rain gauges in estimating the strength of rainfall 

  during the “plum rain” in Anhui province, China  
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B3. 13:45-15:40 Session Chair: Richard Johnson 
 

13:45-14:10 Yihong Duan (invited): Recent Progresses on TC Precipitation QPE/QPF        

         (Co-author: L. Chen, Y. Li, H. Yu, J. Lin, and J. Callaghan) 

14:10-14:25 Bin Wang: Comparative Study on QPE Methods of X-band Polarimetric Radar in a  

  Typhoon Event in South China (Co-author: Y. Xiao) 

14:25-14:40 P. Shucksmith:  A Multiscale Observation Error Estimation Scheme for QPE Using  

  Local High Resolution Radar (Co-author: G. Austin, and L.S.utherland-Stacey) 

14:40-14:55 Minghu Cheng: A Radar-based Technique for the Identification of Convective and  

  Stratiform Precipitation using the FLNN with Its Application to Estimation of    

  Precipitation (Co-author: L. Zhang) 

14:55-15:10 Hongli Li: Mesoscale Analysis of a Severe Convective Event in Chongqing by LAPS  

         (Co-author: J. Peng) 

15:10-15:25 Jianhong Wang: CINRAD Warning Index of Local Extreme Torrential Rain in Huaihe  

         Valley (Co-author: C. Miao, S. Sun, Q. Wang, X. Wang) 

15:25-15:40 Rui Wang: Research of Rainfall Estimation using X-Band Polarimetric Radar  

         (Co-author: S. Gu, and Y. He) 

 

 

 

 

C. Hydrologic prediction and coupled hydrology-atmosphere-land models 
 Convener: Jinping Liu and Zhiyu Liu 

 

C. 16:00-17:45 Session Chair: Zhiyu Liu, Jinping Liu 
 

16:00-16:20 Jinping Liu (Invited): Hydrological Perspective on QPE/QPF 

16:20-16:40 Zhiyu Liu (Invited): NWP models’ Application in Flood Forecasting and Reservoir  

  Operation of the Three Gorges Project 

16:40-16:55 Thomas Pagano: NWP-forced short-term streamflow forecasts for Australia (Co-authors: 

  L. Cao, QJ Wang) 

16:55-17:10 Fuyou Tian: Probabilistic flood prediction using TIGGE on upriver of Huaihe catchment  

    (Co-author: D. Qi, L. Zhao, H. Wu, and Z. Wang) 

17:10-17:25 Bongkiyung Ennanuel Byuki: Extreme precipitation events in Cameroon 

17:25-17:40 Chunguang Cui: The Flood Forecast Test on Quantitative Precipitation Forecast (QPF)  

        Coupling with Hydrological Model (Co-author: T. Peng, T. Shen, and Z. Yin) 
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D. Verification of precipitation forecasts  

Convener: Anna Ghelli, George Craig 

 

D1. 09:00-10:30 Session Chair: Anna Ghelli 
 

09:00-09:25 Barbara Brown (Invited): Intercomparison of verification methods for spatial    

  quantitative  precipitation forecasts (Co-author: E. Ebert, E. Gilleand, and T. Fowler) 

09:25-09:40 Kadarsah: Verification of Quantitative Precipitation Forecasts with In Situ    

  Measurements for Flood Forecasting and Warning in Jakarta   

09:40-09:55 Tressa Fowler: New Model Evaluation Tools (MET) Software Capabilities for QPF  

         Verification  (Co-author: T. Jensen, E. Tollerud, J. Halley Gotway, P. Oldnburg, and R.  

  Bullock) 

09:55-10:10 Qiuzhen Yang: A Quantitative Hazard Assessing Method for Heavy Rainfall Events 

    (Co-author: M. Xu, and J. Li) 

10:10-10:25 Chunze Lin: Performance Evaluation of the AREM Prediction System for the Successive  

    Heavy Rain Forecast of May 2010 in South China (Co-author: Y. Gong,, J. Li, and M. Xu) 

 

D2. 10:50-12:15 Session Chair: George Craig 
 

10:50-11:10 Anna Ghelli (Invited): Accounting for observational uncertainty when verifying   

  precipitation forecasts 

11:10-11:30 Georg Craig (Invited): A new field verification score based on optical flow technique  

    (Co-author: C. Keil) 

11:30-11:45 Jamie Wolff: Quantitative Precipitation Forecast (QPF) Verification Comparison   

  Between  the Global Forecast System and North American Mesoscale (NAM) Operational 

  Models (Co-author: B. Brown, J. Halley Gotway, M. Harrold, Z. Trabold, L. Nance, and P.  

  Oldenburg) 

11:45-12:00 Edward Tollerud: Scale-related Issues Involving Verification of QPF: Results from a  

  DTC Assessment of WRF Ensemble Forecasts during the HMT-West Winter Exercise 

        (Co-author: T. Jensen, J. Halley Gotway, P. Oldenburg, H. Yuan, I. Jankov) 

12:00-12:15 Pertti Nurmi: Experimentation with new verification measures for categorized QPFs in 

  the verification of high impact precipitation events 

 

E. Data assimilation for precipitation forecasting systems 
Convener: Volker Wulfmeyer, Susan Ballard 

 

E. 13:45-15:40 Session Chair: Volker Wulfmeyer 
 

13:45-14:10 Susan Ballard (Invited): Progress in data assimilation for NWP based Nowcasting of  

   Precipitation using radar and remote sensing data at the UK Met Office (Co-author: Z. Li, 

  D. Simonin, H. Buttery, C. Charlton-Perez, N. Gaussiat, L. Smith, G. Kelly, and R. Tubbs) 

14:10-14:35 Hendrik Reich (Invited): LETKF for the nonhydrostatic regional model COSMO-DE  

    (Co-author: A. Rhodin, and C. Schraff) 
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14:35-14:50 Xunlai Chen: Impacts of multiple radar data assimilation on short-range quantitative  

    precipitation forecasts of a squall line in South China  

    (Co-author: H. Lan, F. Kong, and F. Cai) 

14:50-15:05 Pascal Horton: Optimization of the Analogs method in the framework of statistical  

  weather forecasting in the Swiss Alps (Co-author: C. Obled, M. Jaboyedoff, and R. Metzger) 

15:05-15:20 L. Sutherland-Stacey: High resolution radar accumulation maps for verification of    

  WRF+VAR (National Radar Network) (Co-author: G. Austin, and P. Shucksmith) 

15:10-15:25 Lei Zhang: Application Test of Doppler Radar Data in Numerical Model ARPS  

         (Co-author: Z. Wang) 

15:25-15:40 Yehong Wang: Development of Rapid Update Cycle Forecasting System Based on   

  AREM Model and Its Real-Time Rainfall Forecasts during Flooding-Season of 2009 in  

  China (Co-author: Y. Zhao, J. Peng, and H. Li) 

 

F. Precipitation variability and climate change 
Convener: Bodo Ahrens 

 

F. 16:00-17:45 Session Chair: Bodo Ahrens, Yihong Duan 
 

16:00-16:25 Bodo Ahrens (Invited): Representation of Monsoon Systems in Regional Climate Models 

    (Co-author: A. Dobler, and S. Kothe) 

16:25-16:40 Yanyu Lu: Spatial and Temporal Variability Characteristics of Precipitation in Huai  

  River  Basin during 1961-2005 (Co-author: B. Wu, H. Tian, and S. Wei) 

16:40-16:55 K.H.M.S. Premalal: Variability of Rainfall, Increasing trend of One Day Heavy Rainfalls 

  in Sri Lanka in the Context of Climate Change   

16:55-17:10 Jong-Pil Kim: Regional Impact of Climate Change in Korea Rainfall Extremes 

  (Co-author: G. Kim, and J. Park) 

17:10-17:25 Oleg Pokrovsky: Implementation of the wind, NAO, AO and ENSO data in prediction of 

  therain rate in the Mediterranean area by fuzzy-neural model 

17:25-17:40 Zablone Owiti: Variability of Equatorial East African Rainfall based on Empirical Mode  

     Decomposition derived variability components (Co-author: W. Zhu) 

 
G. Quantitative Precipitation Forecasts  

 Convener: Yihong Duan, Jian Lin 

 

G1. 09:00-10:30 Session Chair: Jian Lin 
 

09:00-09:25 Tiziana Paccagnella (Invited): Ongoing developments on limited area ensemble   

  forecasting And the coordination role of TIGGE LAM 

09:25-09:40 Jing Chen: The Regional Ensemble Prediction System (REPS) at CMA and its   

  application to heavy rainfall forecast in monsoon season in (Co-author: G. Deng, Y. Li, X. Li, 

  J. Gong, X. Wang, and J. Hu) 

09:40-09:55 Tran Tan Tien: Ensemble forecast of tropical cyclone motion using RAMS model and  

         Breeding of Growing Modes method (Co-author: C. Thanh) 

09:55-10:10 Kirstin Kober: Blending a probabilistic nowcasting method with a high resolution   

  ensemble     for convective precipitation (Co-author: G. Craig, and C. Keil) 
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10:10-10:25 Fanyou Kong: Probabilistic QPF from a realtime multi-model storm-scale ensemble  

    forecasting system (Co-author: M. Xue, and X. Wang) 

 

G2. 10:50-12:15 Session Chair: Tiziana Paccagnella 
 

10:50-11:15 Jian Lin (Invited): Development of QPF approaches in NMC/CMA 

         (Co-author: X. Jiang, and K. Dai) 

11:15-11:30 Thaejin Kim: Research and Operation on Quantitative Precipitation Forecast (QPF) in  

  DPR  of Korea  

11:30-11:45 Huiling Yuan: Quantitative Precipitation Forecasts during the HMT-West campaign   

         (Co-author: I. Jankov, S. Albers, and Z. Toth) 

11:45-12:00 Yan Yin: A numerical study of aerosol effectss on regional precipitation (Co-author: H.  

  Xiao) 

12:00-12:15 Yong Wang: The Challenge of LAMEPS on Quantitative Precipitation Forecast   

  (Co-authors: S. Tascu) 

 

G3. 09:00-10:30 Session Chair: Yihong Duan 
 

09:00-09:25 Chungu Lu (Invited): Global QPF/QPE: Where do we have trouble to achieve them?      

      (Co-authors: H. Yuan, E. Tollerud, and N. Wang)  

09:25-09:40 Hsiao-ming Hsu: Multiscale Spectral Structures of Tropical Rainfall over Maritime  

    Continent Simulated by NRCM and Observed by Satellites (Co-authors: J. Tribbia, and M. 

  Moncrieff) 

09:40-09:55 Christian Keil: Regime-dependent forecast uncertainty of convective precipitation 

    (Co-author: G. Craig) 

09:55-10:10 Yongming Tang: Rainfall forecasts from the Met Office variable resolution convective  

  scale NWP model over the UK (Co-author: H. Lean and J. Bornemann) 

10:10-10:25 Martina Suaya: Value of high resolution forecasts: convective climatology point of view  

 

G4. 10:50-12:15 Session Chair: Susan Ballard 
 

10:50-11:05 Laurence Wilson: Can Multi-model ensemble forecasts improve probability of   

  precipitation forecasts compared to single model ensemble forecasts? (Co-author: A.  

  Ghelli) 

11:05-11:20 Jingru Dai: Improvement of Poor Man’s Ensemble Precipitation Forecast in    

  Mountainous Regions of Australia (Co-author: M. Manton, and S. Siems) 

11:20-11:35 Juan Ruiz: How sensitive are probabilistic precipitation forecasts to the choice of   

  ensemble  generation method (Co-author: C. Saulo) 

11:35-11:50 Subramaniam Moten: Quantitative Precipitation Forecast of Heavy Rainfall Episodes  

  During the Northeast Monsoon Season over the Malaysian Region using the MM5 Model 

11:50-12:05 Xiefei Zhi: Multimodel Consensus Forecasts of the Precipitation Using TIGGE Data  
       (Co-author: L. Zhang) 

12:05-12:20 Jun Li: The Development of Ensemble Prediction System in WHIHR (Co-author: M.  

  Wang, and C. Lin) 
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P. 19:15-20:30 19-20 Oct. 2010 Poster session 
Convener: Volker Wulfmeyer 

 

Hongjun Bao: Coupling Ensemble weather predictions with Xinanjiang model for flood forecast   

  (Co-author: L. Zhao, Y. He, Z. Li, and P. Florian) 

Christoph Brendel: Convection over the Taunus Mountains: Distribution, Tracks, and Life Cycle 

  (Co-author: B. Ahrens) 

Yangbo Chen: Flash flood forecasting by coupling radar-based precipitation and distributed   

  hydrological model (Co-author: H. Zhou, Q. Ren) 

Xingang Dai: Statistical Prediction of China Summer rainfall Using Regression 

  (Co-author: Z. Cheng, and P. Wang) 

Tommaso Diomede: Comparison of calibration techniques for a limited-area ensemble precipitation  

  forecast using reforecasts (Co-author: C. Marsigli, A. Montani, and T. Paccagnella) 

Sohyun Cho: Quantitative Precipitation Estimation Using Neural Networks and Multi-sensor  

  Data (Co-author: G. Kim) 

Shicheng Huang: Analysis for Turbulence and Wind Gust Factor in Surface Layer Affected by  

  Typhoon (Co-authors: J. Zhou, W. Wang, B. Zhang, and B. Zhang) 

Shicheng Huang: Research and Application of Typhoon Gale Disaster Evaluation Methods --Taking  

  Sutong Bridge as Example (Co-authors: J. Zhou, W. Wang, B. Zhang, and B. Zhang) 
Wei Jiang: Study on Spatial-Temporal Distribution and Variation of Jiangsu Summer Precipitation 

  (Co-author: J. Lu) 

Thaejin Kim: The characteristic change and analysis of its cause of recent precipitation in  

  DPR of Korea (Co-author: C. Song) 
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1. Introduction 
 
Extreme convective rainfall accounts for substantial property damage and loss of 
life worldwide, both in monsoon/tropical regions and at midlatitudes.  Such 
storms often cause flash floods, especially in regions with mountainous terrain.  
Just this summer, devastating floods hit many areas of China, Pakistan, and 
other parts of Asia.  The primary environmental factors contributing to heavy 
rainfall are abundant moisture, instability, and a lifting mechanism.   However, in 
order for extreme rainfall to occur, something other than just favorable 
environmental conditions must exist.  In some cases a critical factor may be a 
low-level jet impinging on steep orography.  However, in other cases, particularly 
in regions where the terrain is relatively flat, a unique pattern of mesoscale 
organization and behavior of convection has been identified to be associated with 
extreme rainfall.  Heavy rainfall has also been observed to occur in connection 
with mesoscale convective vortices (MCVs), which are often observed 
downstream of major mountain barriers such as the Rocky Mountains and 
Tibetan Plateau.  This paper reviews synoptic and mesoscale processes 
associated with extreme rainfall based on studies of such events during the warm 
season over the United States. 
 
2.  Synoptic and mesoscale settings associated with extreme convective 
rainfall 
 
In a study of over 150 flash flood episodes in the United States, Maddox et al. 
(1979) identified four distinct types of heavy rain events.  The two most common 
synoptic and mesoscale patterns, labeled mesohigh and frontal, had similar 
characteristics with respect to the behavior of convective cells that led to the 
extreme rainfall.  In particular, these storms, aided by lifting along a frontal 
boundary or previous thunderstorm outflow boundary, repeatedly developed and 
moved over the same area.   This pattern of behavior is often referred to as back-
building or training convective cells. 
 
Over East Asia, heavy rainfall often occurs along the Meiyu-Baiu rainband, which 
extends from southeast China to Japan (Ninomiya and Murakami 1987; Tao and 
Chen 1987) or the Chagma front across Korea.  The Meiyu-Baiu rainband has 
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characteristics of a frontal zone, i.e., a strong moisture gradient and a horizontal 
wind shear line, but with a temperature gradient that is weak over China but 
somewhat stronger over Japan.  From a large-scale perspective, the Meiyu-Baiu 
rainband represents a zone of convergence between the southwest monsoon 
flow and northerly flow associated with the passage of midlatitude disturbances 
around the Tibetan Plateau (Fig. 1) 

 

 
 

Fig. 1.  Schematic diagram illustrating the factors that bring Meiyu-Baiu rainfall in early 
summer East Asia (Sampe and Xie 2010). 
 
Within the Meiyu-Baiu-Chagma rainband, mesoscale disturbances develop 
accompanied by intense convection and heavy rainfall (Ninomiya 2004).  The 
fact that this convergence boundary is often quasi-stationary leads to the 
frequent occurrence of extended periods of heavy rain and floods. 
 
3.  Mesoscale organization of extreme-rain-producing storms 
 
In a study of extreme1 rainfall events in the eastern two-thirds of the United 
States during a 5-year period, Schumacher and Johnson (2005, 2006) found that 
66% of the cases were associated with mesoscale convective systems (MCSs).  
The others were of synoptic or tropical origin.  Given that MCSs are dominant 
factors in extreme rainfall and flash floods, it is important to understand the 
organizational characteristics of MCSs.  The most common organizational 
pattern for linear MCSs is that found in many squall lines, referred to as trailing 
stratiform precipitation systems (Smull and Houze 1985; Houze et al. 1989). 
 
However, other organizational structures of MCSs have been found to exist. In a 
study of 88 linear, warm-sector MCSs over the United States, Parker and 
Johnson (2000) found three dominant modes of organization of convective lines 
and attendant stratiform precipitation (Fig. 2).  The three modes are convective 
lines with trailing (TS), leading (LS), and parallel (PS) stratiform precipitation.  TS 
systems were the most common, accounting for ∼60% of the cases, with the LS 

                                                
1 Defined as rainfall that surpasses the 50-year recurrence interval. 
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and PS each accounting for about 20%.  The key factor determining the 
organizational structure was the vertical wind shear.  TS systems exhibited front-
to-rear storm-relative flow throughout the troposphere, LS systems rear-to-front 
storm-relative flow aloft, and PS systems contained primarily line-parallel storm-
relative flow aloft.  Many systems did not retain one mode of organization 
throughout their life cycles, but rather transitioned between modes, the TS mode 
being the most-frequent final state. 
 

 

 
Fig. 2. Three modes of organization of MCSs in the central United States: trailing, 
leading, and parallel stratiform precipitation systems (Parker and Johnson 2000). 
 
Not all of the modes of convective organization shown in Fig. 2 lead to heavy 
rainfall.  Unique patterns of convective organization and cell propagation are 
necessary to produce extreme rainfall (Doswell et al. 1996).  Such patterns have 
recently been documented by Schumacher and Johnson (2005). 
 
A study of 184 heavy-rainfall cases for the period 1999-2003 reveals three 
dominant modes of MCS organization associated with extreme-rain-producing 
storms (Schumacher and Johnson 2005, 2006).  These modes (Fig. 3) are 
referred to at training line/adjoining stratiform (TL/AS), back-building (BB), and 
trailing stratiform (TS). The first type, comprising 34% of the MCSs, is 
characterized by a typically east-west convective line along a quasi-stationary 
frontal boundary with west-to-east training convective cells on the cool side of the 
boundary and an area of stratiform precipitation displaced to the north. The 
second type, comprising 20% of the cases, is typically smaller in overall size and 
features back-building cells along an outflow boundary, with repeated cell 
formation over the same location and an area of stratiform precipitation typically 
downstream. The third type, also comprising 20% of the cases, has the overall 
structure of commonly occurring trailing-stratiform (TS) MCSs, but in the heavy-
rain cases, the southern end of the line becomes oriented in an east-west 
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direction, approximately aligned with the overall motion vector of the  
MCS, leading to training convective cells (and heavy rainfall) on the southern 
end. 
 
 

 
Fig. 3. Three extreme-rain-producing storm mature-stage archetypes, (a) training-line, 
adjoining-stratiform (TL/AS) organization, (b) back-building (BB) organization, and 
trailing-stratiform (TS) organizaton.  TL/AS and TS systems are generally larger in 
horizontal scale than BB systems.  From Schumacher and Johnson (2005, 2006). 

 
 
The extreme rain events (all modes) were found to be a maximum during the 
nighttime hours, consistent with the earlier findings of Maddox et al. (1979).  
Similar findings of a nocturnal maximum in precipitation in general (not 
necessarily extreme events) along the Meiyu-Baiu frontal zone have been found 
(e.g., Kato et al. 1995; Asai et al. 1998; Geng and Yamada 2007), although 
recent studies show a diurnal phase of precipitation systems having a coherent 
eastward transition from a midnight maximum over the eastern Tibetan Plateau 
to an afternoon maximum over the lower Yangtze River valley (Wang et al. 2005; 
Yu et al. 2007).  The nocturnal low-level jet has been implicated in the nighttime 
maximum of extreme rainfall over the United States, although the details of 
mechanisms are still under investigation. 
 
4.  Role of mesoscale convective vortices (MCVs) 
 
Investigation flash floods associated with Midwestern United States MCVs has 
revealed a common pattern of behavior contributing to slow-moving, extreme-
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rain-producing storms (Schumacher and Johnson 2008).  Observations and 
simulations using the NCAR WRF model show that slow system motion arises 
from the interaction of a low-level jet and the MCV circulation.  In a broad-scale 
sense, deep convection is favored on the downshear side of the MCV as a result 
of dynamic lifting (e.g., Raymond and Jiang 1990; Trier and Davis 2002).  
Locally, the reverse shear associated with the low-level jet in the presence of 
deep convective heating produces a low-level gravity wave that organizes 
convection into a line and contributes to back-building and heavy rainfall 
(Schumacher and Johnson 2008). 
 
A study of a number of flash-flood cases has revealed a recurring pattern of 
heavy rainfall associated with MCVs that supports early findings for a single 
event – the May 7, 2000 St. Louis flash flood.  A conceptual model for MCVs and 
heavy rainfall that brings together these results is shown in Fig. 5 (Schumacher 
and Johnson 2009). 

 

 
Fig. 5. Schematic diagrams showing important processes in the development and 
maintenance of extreme-rain-producing convective systems associated with midlevel 
circulations. (a) Plan view. A schematic representation of the radar reflectivity structure 
of an MCS is shown in color, in relation to the location of a midlevel vorticity maximum 
(dark gray shading and curved arrows).  (b) Southwest-to-northeast cross section. 
Representative isentropes (every 5 K) are shown by the thin black lines; the wind profile 
(including LLJ) is shown by the vectors on the left.  Green shading indicates areas with 
relative humidity > 90%; gray shading indicates high values of absolute cyclonic vorticity. 
From Schumacher and Johnson (2009). 
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MCVs are known to be important circulation features associated with heavy 
precipitation features downstream of the Tibetan Plateau.  Recent studies 
suggest that MCVs can generate secondary convection (Fritsch et al. 1994) that 
can produce heavy rainfall and flooding over the Yangtze River valley and the 
Huaihe River Basin (e.g., Sun et al. 2010).  The mechanisms occurring in United 
States extreme-rain events illustrated in Fig. 5 may be similar to those occurring 
over China.  Moreover, the MCVs contributing to the heavy rainfall may be linked 
to potential vorticity anomalies generated by upstream mountain barriers: the 
Rocky Mountains in the United States and the Tibetan Plateau in China (Li and 
Smith 2010). 
 
5.  Summary and conclusions 
 
This paper reviews synoptic and mesoscale mechanisms associated with 
extreme convective rainfall, with specific attention to the modes of organization of 
convective systems that are responsible for heavy precipitation.  While synoptic 
conditions that provide abundant moisture and instability are critical for setting 
the stage for heavy rainfall, it is the existence of mesoscale processes – a lifting 
mechanism and favorable convective organization and cell propagation – that is 
necessary for extreme rainfall to occur.  A study of United States extreme-rainfall, 
flash-flooding convective episodes indicates that two-thirds are associated with 
mesoscale convective systems (MCSs).  Three recurring patterns of mesoscale 
organization were found in such MCSs: trailing-line/adjoining stratiform, back-
building, and trailing stratiform structures.  Mesoscale convective vortices 
(MCVs) are also frequently implicated in extreme rainfall, where dynamical lifting 
on the downshear side of the vortices coupled with a low-level jet conspires to 
generate intense, quasi-stationary convection. 
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 1. Introduction 
 

Deep convection belongs to one of the most intensive atmospheric processes on earth. Deep 
convection is often associated with heavy rainfalls, wind gusts, hail and lightning. In some cases, 
strongly depending on favourable meteorological key parameters, the development of tornados is 
possible (DOSWELL 2001). These natural hazards can result in high damages, insurance costs and 
sometimes loss of human lives. Convective processes occur on the local- and mesoscale, and are 
highly variable in space and time in their occurrence and intensity. For this reason forecasting of 
convection in detail is difficult. Especially the areas of formation, the tracks of single convective cells 
and their behaviour are not predictable. Rain gauge networks are also not able to detect convective 
precipitation in its totality and therefore a high-resolution long-term climatology of deep convection 
does not exist. Regarding these problems there was a motivation to find out how convective cells 
occur and trace over complex terrain, e.g. low mountain ranges. There are some examinations about 
the influence of mountainous areas on convection done in the USA. On the one hand the aim was to 
identify regions, which initiate convection depending on different stream directions (BANTA and 
SCHAAF 1987) and on the other hand the suggestion was to investigate the influence of the Colorado 
Rocky Mountain Range on the diurnal cycle of convective precipitation for two summer seasons 
(KARR and WOOTEN 1976).  
 
 2. Area of Investigation 
 
The area of investigation is located in the German low mountain ranges with focus on the Taunus 
Mountains (Fig. 1). The Taunus Mountains consist of three parts: a main ridge (a) that is orientated 
from southwest to northeast; a northern part with some side ridges orientated from southeast to 
northwest, separated by a large valley/basin (b) into a western (c) and an eastern part (d); and a 
southern narrow zone (e) dropping off steeply to the Rhein-Main-Basin.  

 

Figure 1: Area of 

investigation, 

digital elevation 

model (shaded), 

area borders of 

unspoiled nature 

(grey lines), 

dimension of the 

whole area (80km 

north-south and 

100km west-east) 
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 3. Data 
 

For the investigation the weather radar data for the time period March 2000 – December 2007, 
provided by the German Weather Service (DWD), were taken into account. The advantage of this 
radar product is the high temporal (5 min) and spatial (1 km) resolution. Disadvantages are some 
shadowing effects caused by the highest mountain peaks due to the precipitation scan of the radar, 
which allows only the scan of the lowest layer. For further investigations, the output of convective 
cells and tracks has been subdivided into different stream directions, based on the objective weather 
classification of the DWD.    
 
 4. Method 
 
Based on an existing tracking algorithm (STEINACKER et al. 2001) a simple algorithm was created to 
filter radar images, to identify convective cell cores, and to determine the tracks for every single cell 
core.   
 
A 2-dimensional Gauss filter was used to smooth the radar images with a standard deviation σ of 0.85. 
The filter matrix consists of 7 x 7 grid points. The necessity of the filter is explained by remaining 
clutter and the precipitation structure in general, which can have weak secondary cell cores. After 
filtering they merge with primary cell cores and this make the identification of convective cell cores 
more clearly for the automatic algorithm.   

 
To identify convective cell cores, two basic conditions have been defined to distinguish between 
convective and stratiform precipitation. On the one hand an intensity threshold for convective cell 
cores has to be considered, which was set to 8.12 mm/h. On the other hand the spatial variability of 
convective precipitation has to be considered. To check these conditions a 7 x 7 grid point matrix was 
again taken into account. The algorithm checks the differences in precipitation from the central grid 
point to the surroundings. Potential cell cores must have a larger precipitation intensity than its direct 
surrounding grid cells, and grid cells in larger distance to the central grid point of the matrix must have 
a certain precipitation difference to them.  
 
For tracing convective cell cores from one time step to the next time step, additional data were needed. 
Thus, six hourly means of NCEP/NCAR reanalysis data for u- and v- wind vectors have been used 
(HARRIS 2008). To recover a cell core in the next time step from a radar image, a displacement vector, 
based on the reanalysis wind data, will indicate the expected position of the cell core. From the end of 
this displacement vector a searching area is defined to look for cell cores. In the case the algorithm 
finds a cell core within this area an identical ID number is assigned, otherwise the cell core is 
dissolved or a cell core beyond the area is assigned with a new ID number. A shortcoming of the 
algorithm is that merging and splitting of convective cells cannot be considered and the assumption 
that convective cell cores always shift with the mean stream direction of the troposphere.  
 

 5. Results 
 
The whole dataset consists of 89671 cell cores, which mostly occur under southwesterly flow direction 
(59.6%). The second most frequently-occuring weather type for convective cells is the northwesterly 
flow (18.1%), followed by the undefined flow direction (17.3%) and the southeast (3.9%) and 
northeast (1.1%) flows. To get an overview of the large dataset of convective cells and their tracks, a 
line density per km2 was calculated within a radius of 1.5km. Figure 2 shows the most interesting 
stream directions for the whole period of investigation. First of all the results show different regions 
for the highest densities of convection, highly depending on the stream direction. Southwesterly flows 
show a very high density of convective tracks caused by the eastern side ridge of the Taunus 
Mountains (c), which moves to the Wetterau Basin (g) and Lahn Valley (h) east of the Taunus 
Mountains (Fig. 2). The western part of the Taunus Mountains (d) shows significantly lower densities.  
Northwesterly flows show a significant high density of convective tracks at the Odenwald Foothills (f) 
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in the southeast of the investigated area (Fig. 2). Much less densities are located across the whole 
Taunus Mountains, but with a slightly higher density north of the Main Taunus Ridge (b,c,d). The 
comparison between summer and winter shows a more homogenous distribution of convection during 
the summer period than for winter times (not shown).  

 
 
 6. Conclusion 
 
The distribution of convection is highly heterogeneous over the area of investigation. The number of 
convective cell cores does not much correlate with elevation but some specific elevated areas have a 
large influence on convection.  Considering the shadowing effect at the highest mountains, it is still a 
little bit surprising that there seems to be only a small influence by the Main Taunus Ridge to the 
occurrence and initiation of convection. Especially southwesterly flows show an enhanced initiation of 
convection due to mountain ridge perpendicular to the flow, and additionally, a further development of 
the cells downwind the mountains.    
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    In this study , the compos ited hybrid scan radar re flectivity dat a of the 
Central W eather Bureau (CWB)’ s Quan titative Precipit ation Estimation 
Segregation Using Multiple Sensor s (QPESUMS) system and  the lightning 
data of the T aiwan Power Comp any (Taipower)’s Total Lightning Detection 
System (TLDS) are used to characteri ze the signific ant continuous rainf all 
periods in southwestern Taiwan during the 2008 Mei-Yu season. High temporal 
resolution sounding data taken during SoWMEX/TiMREX are used to describe 
the environment conditions.  

A total of 40 rainfall event s are ident ified in the 2008 Mei-Y u season. The 
results indicate that, based on the initia tion location, the precipit ation events 
can be classified into three types: l and, oceanic, and mix ed. The former tw o 
types are evenly distributed (18:17) and o ccupy most of the cases. For the 
time of development, the land events usually begin in the daytime with shorter 
durations. In contrast, the oceanic events have their initiations in the nighttime 
and persis t longer . Most of the land ev ents are related to the af ternoon 
thunderstorms and reveal pronounced diurna l cycle signal. In terms of sp atial 
distribution, on the average, the land-type (oceanic-type) precipitating systems 
are more concentrated (widespread) with higher fraction of convective 
(stratiform) precipitation and higher (lower) lightning density.  

For the environmental conditions, the land (oceanic) events are associat ed 
with larger (smaller) convective available potential energy (CAPE) and smaller 
(larger) convective inhi bition (CIN). Otherwise, the composited  soundings 
show that the oceanic-type has a much  stronger and moister southwesterly 
flow over the lower troposphere than the land-type. 

Using dropsondes and ship sondes, it is found the up stream southwesterly  
possesses quite different characteristics from the one over the plain area in the 
southwestern Taiwan. The influence of terrain is indicated. 
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1. Introduction 

The spatial and temporal variations of extreme precipitation events are the direct 
source of flood and drought hazards. One of the major concerns related to 
anthropogenic climate change is an increase in extreme events that could have a 
profound impact on both human society and the natural environment. The fourth 
assessment report (AR4) of the Intergovernmental Panel on Climate Change (IPCC) 
pointed out extreme precipitation events in many mid-latitude regions were likely to 
increase, and the total area affected by drought since the 1970s has been likely to 
increase (Alexander et al., 2006; IPCC, 2007). These results described the general 
trends in extreme precipitation events at a large spatial scale, but the changes in 
particular regions were not conclusive (Kunkel, 2003; Wang et al., 2008) and need to 
be assessed. 

Regional differences in extreme climate events can be great. In general, 
increasing temperatures speed up the water cycling process, which can possibly result 
in increases in precipitation amount and intensity.However, no trend or significant 
downward trends in extreme precipitation events have also been found in some areas 
due to variabilities such as topography and local circulation. 

The objectives of this study were to analyze the temporal trends and their spatial 
distribution for each extreme precipitation indicator. Based on the daily observational 
data of 26 stations in the Huaihe River Basin (HRB), spatial and temporal variations 
of extreme precipitation in the last 48 years are analysed in the present study. The 
detailed analysis on trends of the extreme precipitation events at a regional scale is 
important to forecast and reduce the climate induced flood risks and provide 
information for rational countermeasures. 

 
2. Data and Methods 
2.1 Study area 

In this paper, the study area is that the HRB is located in the eastern China (Fig. 
1). It rises of the Tongbo and Funiu Mountains in west, and faces to the Yellow Sea in 
east. HRB totally covers 270,000km2 area. The Huaihe River originates from the 
Tongbo Mountain of Henan province and flows through four provinces (Henan, 
Hubei, Anhui and Jiangsu province). 
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Fig.1 Location of the Huaihe River basin and meteorological stations. 

2.2 Data 
The time series of daily precipitation records at 26 meteorological stations on the 

HRB (Fig. 1) were collected for this study from 1st January 1960 to 31st December 
2007. The data were provided by the National Climatic Center (NCC) of the China 
Meteorological Administration (CMA). 
2.3 Indicators of extreme precipitation events 

Six indicators (Tab.1) used in the STARDEX (STAtistical and Regional 
dynamical Downscaling of EXtremes for European regions) project were chosen to 
analyze the characteristics of extremes. R10mm and R20mm are two indicators of the 
frequency of significant precipitation days for a given year, while Rx1day, Rx5day, 
R95T and R99T measure the magnitude of the more intense precipitation events. 

Tab.1 Extreme precipitation indicators. 

Indicators Definition Unit 

Maximum 1-day precipitation total 

(Rx1day) 
Maximum rainfall during the continuous one days mm 

Maximum 5-day precipitation total 

(Rx5day) 
Maximum rainfall during the continuous five days mm 

Heavy precipitation days (R10mm) Number of days with precipitation≥10 mm day-1 d 

Very heavy precipitation days (R20mm) Number of days with precipitation≥20 mm day-1 d 

Very wet days (R95T) 
Annual total precipitation due to events exceeding the 

1961–90 95th percentile 
mm 

Extremely wet day (R99T) 
Annual total precipitation due to events exceeding the 

1961–90 99th percentile 
mm 

2.4 Methodology 
a. Trend analysis 

Trend analysis methods used linear regression. Linear trend analysis indicated 
the tendency rate (slope) using least squares at the 95% confidence level. Linear trend 
analysis was used to quantify the change magnitude of all indicators. 
b. Probability distribution functions 

Probability distribution functions (PDFs) were calculated for extreme 
precipitation indicators for two different time periods. This was done by binning 
annual values across their range for the 1960-83 and 1984-2007 intervals. The results 
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were normalized to sum 1 to give the probability distribution.  

 
Fig.2 Temporal changes of extreme precipitation indicators on the Huaihe River Basin during 1960-2007. 

 
3. Results 
3.1 Temporal variations in extreme precipitation events 

Fig.2 showed the trend in changes and the temporal evolution for six extreme 
precipitation indicators on the HRB from 1960 to 2007. Although the RX1day, 
Rx5day, R10mm, R95T and R99T showed upward trends and R20mm showed 
downward trends in their annual anomalies (Fig. 2), these were not significant. 

Fig.3a-d show the PDFs for four annual extreme precipitation indicators on the 
HRB. From these figures it is evident that there has been an increase in the three 
wetness indicators and a litter decrease in the dryness indicator over the period. Figure 
3ab show a marked increase in the rainfall of Rx1day and Rx5day over the 1984-2007 
period. There has also been a little increase in the number of heavy precipitation days 
(R10mm) (Fig.3c). Figure 3d shows a little reduction in very heavy precipitation days 
(R20mm) over the latter interval. The probability distribution of R95T and R99T 
show also a little increase over the 1984-2007 period (Tab.2). 

 
Fig.3 Annual probability distribution functions for (a) Rx1day, (b) Rx5day, (c) R10mm, and (d) R20mm between 

1960 and 2007 for the two time periods: 1960-83 (Dotted line) and 1984-2007 (Solid line). 

For all the indicators, except very heavy precipitation days (R20mm), the PDF 
for the most recent time interval (i.e., 1984-2007) is different from the former interval. 
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This indicates a shift in the distribution toward wetter conditions over the past two 
decades. 

Tab.2 The probability distribution of R95T and R99T on the Huaihe River Basin. 

Extreme precipitation 

indicators 

Probability 

0mm 40-70mm 
71-140 

mm 

141-210 

mm 

211-280 

mm 

281-350 

mm 

≥350 

mm 

R95T 
1960-1983 0.058 0.083 0.181 0.23 0.205 0.157 0.086 

1984-2007 0.06 0.094 0.188 0.196 0.212 0.152 0.098 

R99T 
1960-1983 0.523 0 0.279 0.093 0.063 0.023 0.019 

1984-2007 0.481 0 0.284 0.091 0.078 0.037 0.029 

 

 
Fig.4 Spatial trends for six extreme precipitation indicators, for the 1960-2007 period. Squares indicate where 

significance was reached at the 5% level. 

3.2 Spatial variations for extreme precipitation events 
From the spatial trends of extreme precipitation indicators, extreme precipitation 

indicators have different change situations in various regions. The maximum rainfall 

(a) Rx1day (b) Rx5day 

(c)R10mm (d)R20mm 

(e)R95T (f)R99T 
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during the continuous one day (Rx1day) shows an increasing trend in middle part of 
HRB, and it is decreasing trend in the coastal areas of Jiangsu (Fig.4a). The maximum 
rainfall during the continuous five days (Rx5day) shows an increasing trend in middle 
part of HRB, but it is opposite in the coastal and north areas of HRB (Fig.4b). 

For heavy precipitation days (R10mm), the trend shows a general positive trend 
toward wetter conditions, with the exception of some stations located in the northeast 
part (Fig.4c). The increasing and decreasing trend of very heavy precipitation days 
(R20mm) have half each (Fig.4d). The increasing trends are located in locates on the 
middle part of HRB. 

Except northeast part of HRB, the rainfall of very wet day (R95T) and extremely 
wet day (R99T) in other regions all show an increasing trend (Fig.4ef). They decrease 
from the southwest to the northeast, with the highest value in the west of HRB 
(>0-0.04mm/a) and the lowest in the northeast of HRB (<-0.04 mm/a).  

 
4. Conclusions 

Total daily precipitation at 26 weather stations on the HRB during 1960-2007 
was used to analyze the spatial distribution and temporal trends of extreme 
precipitation events.Some general conclusions can be reached: Except R20mm, other 
extreme precipitation indicators all showed the rising trend. All indicators were not 
significant. From the spatial distribution of extreme precipitation indicators, extreme 
precipitation indicators had different change situations in various regions. Rx1day 
shows an increasing trend in middle part of HRB, and it is decreasing trend in the 
coastal areas of Jiangsu. Rx5day shows an increasing trend in middle part of HRB, 
but it is opposite in the coastal and north areas of HRB. For R10mm, the trend shows 
a general positive trend toward wetter conditions, with the exception of some stations 
located in the northeast part. The increasing and decreasing trend of R20mm have half 
each. Except northeast part of HRB, the rainfall of R95T and R99T in other regions 
all show an increasing trend. A future study, which will address the projection of 
extreme precipitation indicators in the HRB, based on climatic models, is also 
planned. 
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Abstract 

 

The impact of changes in soil moisture in subtropical Argentina in rainfall amounts and 
distribution, and low level circulation is studied with a state-of-the art regional model in a 
downscaling mode, with different scenarios of soil moisture for a 10 day period. Four tests 
were conducted at 40 km horizontal resolution with 31 sigma levels, decreasing and 
increasing the soil moisture initial condition by 50% over the entire domain, and imposing a 
50 % reduction over northwest Argentina and 50% increase over South East South America. 
In all cases, the WRF-NOAH model is used to represent the meteorological variables and the 
surface processes. 

It was found that land-surface interactions are stronger when soil moisture is decreased, 
with a coherent reduction of precipitation over southern South America. Enhanced northerly 
winds result form an increase in the zonal gradient of pressure at low levels. In contrast, 
when soil moisture is increased, smaller circulation changes are found, though there appears 
to be a local feedback effect between the land and precipitation The combined effects of 
changes in the circulation and in local stratification induced by soil moisture modifications, 
through variations in evaporation and CAPE, are in agreement with what has been found by 
other studies. Finally, this sensitivity study shows the need to gain insight into the 
uncertainties in the initial condition, and in the interaction between the precipitation, one of 
the main forcing of the soil model, and the soil moisture in this region. 

1. Introduction 

 There are very few studies addressing the issue of land-atmosphere coupling over 
South America, and most of these analyze impact of surface conditions on precipitation at 
monthly or seasonal time scales (Collini et al.  2008; Grimm et al.  2007; among others). 
These studies suggest that soil moisture has an important role on precipitation variability and 
in the monsoon development. However, if soil memory is indeed bounded by a 15 day period 
–as shown by Dirmeyer et al. (2009)-, monthly means may provide weak representations of 
land-atmosphere coupling over large areas in South America and actual feedbacks may be 
hidden. Consequently, inferences obtained from climate studies could be complemented by 
individual case examinations. This hypothesis constitutes our rationale to select a particular 
case study in order to analyze in more detail the pathways for land-atmosphere coupling over 
our region of concern, which covers southern and southeastern South America. We selected 
a Northwestern Argentina Low (NAL) event, characterized by an enhanced South American 
low level jet (SALLJ), rather persistent synoptic circulation, and high frequency of occurrence 
during summer time (Ferreira 2008). This kind of events are particularly sensitive to surface 
heating as well as enhanced soil moisture/surface temperature gradient, and are associated 
with heavy rainfall that is mostly concentrated over Southeastern South America (SESA), at 
the exit region of the LLJ.  
  In order to show how soil moisture-precipitation-circulation interaction takes place, 
and to see the impact of soil moisture changes on this interaction, we designed a series of 
sensitivity studies which are described in section 2. Sections 3 examine the impacts on 
precipitation and circulation, while the conclusions are presented in section 4.  

2. Numerical Experiments 
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The Weather Research and Forecasting model (WRF) version 2.0 (Skamarock et. al. 
2005) is used to perform all experiments in a domain centered over the area affected by the 
NAL and the SALLJ shown in Figure 1. The model was run in non-hydrostatic mode with 40 
km grid spacing in the horizontal and 31 vertical levels. We utilize the Eta Grid-scale Cloud 
and Precipitation microphysics scheme, (Ferrier et al.  2002); convection was parameterized 
using the Kain-Fritsch method (Kain 2004).The NOAH Land Surface Model was used to 
represent surface processes (Chen and Dudhia 2000).  

All simulations were initialized on 29 January 2003 at 1200 UTC and run for 10 days. 
Initial and boundary conditions with 6 hr intervals are derived from the NCEP-GDAS analysis. 
Land use categories employed by the WRF are those generated by the US Geological 
Survey Land Use/Land Cover System.  

The experiment design is conceived to address the following questions: Is SESA 
precipitation modified by changes in soil moisture at regional scales? What kind of 
feedbacks, due to these changes, can be identified in the circulation at synoptic time scales? 
Experiments E1 and E3 should help to answer these issues, since they correspond to 50% 
decrease/increase –respectively- of soil moisture over the model domain. We also wish to 
evaluate the impact of enhanced soil moisture gradients on the LLJ and related precipitation. 
This goal motivates experiments E2 and E4 which are similar to E1 and E3 but with moisture 
changes bounded by two specific areas: drier conditions (E2) are limited to northwestern 
Argentina area while moister ones (E4) affect SESA (see the subareas in Figure 1b).  

3. Results 
 

Figure 1 shows the differences between the experiment E1 and E3, and the CTRL 
run. E1 and E3 lead to the expected results: decreased soil moisture produces less 
precipitation and vice versa. Differences take place over the areas where precipitation was 
simulated, with major changes over central and eastern Argentina, Uruguay, southern Brazil, 
a band north of 15°S and along the frontal area. In terms of relative importance (changes 
normalized by total simulated precipitation in the CTRL run, not shown) it can be noticed that 
larger impacts occur south of 20°S, regardless of whether soil moisture has been decreased 
or increased with respect to the CTRL run. Our difference fields for E1 and E3 look rather 
similar to Collini et al. (2008) results reinforcing our idea that this particular case is highly 
representative of an important component of the summertime variability.  

 
 

 
Figure 1: Accumulated precipitation differences (in mm) between each experiment and the 

control run. The box in the left panel indicates the area where averages have been performed. 
The circles in the right panel indicate the E2 and E4 experiments. 
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A southward shift of the frontal evident at the maritime portion of the front precipitation 
(the broken line in left panel of the Figure 1 denote the frontal position), is observed in the E1 
and this is associated with the stronger northerlies denoted in Figure 2 and the enhanced 
convergence at the exit region of the LLJ –which is displaced towards the south. The wind 
response in E3 (not shown) is weaker, compatible with reduced northerlies over central 
Argentina (i.e associated with weaker NAL) and at the frontal area that can be related with 
the northward location of the precipitation maximum associated with the front. 
 

 
Figure 2: Mean 850 hPa wind anomalies in m s-1 at 0600 
UTC for E1-CTRL. 

To identify the pathways for 
land-atmosphere interactions it is 
useful to analyze the day-by-day 
evolution of soil moisture, 
precipitation and Convective 
Available Potential Energy (CAPE). 
We compute the areal average over 
a selected box located in the south 
portion of SESA indicated in Figure 
1a. The results are depicted in 
Figure 3 and 4. 

Changes in soil moisture 
(Figure 3a) affect the precipitation, 
where the stronger impacts are 
associated with the convective 
portion of precipitation. 
 

 
If we compare E3 with E1, it is clear that convective precipitation starts earlier when soil 
moisture is higher over the area. 

Besides the marginal precipitation in the first few days, the most important differences 
appear by February 2. This helps to explain soil moisture behavior from the beginning of the 
model run: before rainfall occurrence (i.e before February 2) soil moisture evaporates, 
especially in experiments with increased soil moisture (E3 and E4 values decrease 
substantially). Just after this time, all the experiments except E1 show the start of heavier 
precipitation, and soil moisture recovers rapidly, with larger increases in close 
correspondence to larger rainfall rates. There is a sustained recuperation of soil moisture 
amounts from February 3rd which is more evident in the drier runs.  
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Convective rainfall in wet runs is facilitated due to two positive effects: lower cloud 
base and CAPE increases through low level moistening. In contrast, dry runs, though 
warmer, result in very deep boundary layers (PBL) and lower CAPE. This response of the 
PBL to soil moisture has been confirmed in the present simulations, which exhibit the 
deepest PBL in E1, reaching almost twice the height of E3 on particular days (not shown). 
 The results for a reduction of soil moisture over northwestern Argentina (E2) and soil 
moisture (E4) increase  over SESA perturb the associated precipitation in a similar way (both 
regarding the area and the type of modification), with a slight preference for the latter to 
increase it. This result leaves a warning on possible impacts of enhanced irrigation over 
SESA agricultural area. 

With regard to CAPE variability (Figure 4) it can be seen that the experiments with 
higher CAPE have more convective rainfall. However, given similar CAPE amounts from the 
beginning of the experiment until February 3rd, significant precipitation does not start until 
February 2nd. This indicates that changes in the circulation may have occurred between 
these dates. The diurnal cycle of CAPE –increasing between 1200 UTC and 0000 UTC, and 
decreasing afterwards- is very similar for all the experiments except for E1. The particular 
diurnal cycle of CAPE in E1 is mostly explained by 2-m specific humidity variability that tends 
to maximize between 1200 and 1500 UTC –not shown-. 
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Figure 4: Maximum CAPE (J kg
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) area averaged over the box indicated in Figure 1. 

 

There is a strong similarity between CTRL, E2, E3 and E4 from 1200 UTC, February 
3 to the end of the simulation (i.e. from the second cycle). CAPE in E1 does not reach 400J 
kg-1 until February 3: this increase is accompanied by light but sustained convective 
precipitation which explains the important recuperation of soil moisture between February 4 
and the end of the model run. This is denoted by the increase of soil moisture rate during this 
last period. However CAPE in E1 remains lower than that of the other experiments during the 
entire integration. A clear delay between CAPE and precipitation maximum is not evident, 
showing that this region is affected by different mechanisms, as discussed by Nicolini and 
Saulo, 2006. 
 

4. Concluding Remark 
 

From this case study it can be inferred that soil moisture has a significant impact on 
precipitation, and this impact becomes evident when the areas where precipitation is 
occurring are clearly identified. This denotes the value added by analyzing individual cases. 
Most of the changes in precipitation are due to changes in the availability of moisture at low 
levels in the region.  

The pathways relating soil-atmosphere interactions can be more easily tracked with 
the aid of E1 and E3: less (/more) soil moisture reduces (/enhances) CAPE so that 
precipitation -particularly its convective portion- is decreased (/increased). This positive 
feedback is maintained during the first five days of simulation. The second phase is 
characterized by a stronger synoptic forcing where the circulation is strong enough to initiate 
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precipitation in E1, even under less favorable CAPE preconditioning, and to recover soil 
moisture deficits by the end of the simulation. 
  Modifications in the circulation are less evident and need even a more careful 
analysis in order to be recognized. Nevertheless, we can distingue a low level circulation 
more reactive to a reduction in soil moisture than to an increase of this parameter.  

Soil memory over the area of study is weak (compared with other regions) but enough 
to alter precipitation in a persistent way. For this reason, it is considered that this study 
further supports the importance of precise initial soil conditions in achieving maximum 
predictability at short and medium ranges.  
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1. Introduction 

Very heavy ra infalls are alw ays caused by  tropical cy clones (TCs). Extreme 

disastrous ev ents would be o ccurred un der TC heavy  rainfall, such as riv er 

embankment cru mble down, huge re servoir collapsed, flash floodin g inundation, 

landslide a nd de bris flow etc . Th at woul d devast ate s ocieties and human lives. To 

improve TC rainf all understan ding is benefitial for disaster preve ntion and  

preparedness. 

Sustainment and stagnancy  of TC or its remnant would contribute tow ards th e 

very heavy rains. Some rainfall over 1000 mm/24h occurs in a time period when TC 

is stagnant or looping in certain local area. 

Environmental forcing is one of the fact ors to af fect t he TC rainfall. Water 

vapour su pply w ith strong fluxes corre sponding low l ayer j et stream  is a basic 

condition f or very  heavy rainfall. Co mposite data  analysis shows t he di stinct 

difference in moisture fluxes bet ween two  groups of TCs with and w ithout heav y 

rainfall. Especially  when TC en counters the monsoon onset, very heavy  rai nfall 

would be p roduced by  the interaction b etween TC and monsoon sur ge. Co ld air 

intrusion would play  a n i mportant role to increase the un stable s tratification whic h 

would help incr easing rainfall. This process could be happened when a TC interact 

with a mid-latitude westerly trough. 

Inner mesoscale structure of TC is a direct factor of the TC rainfall. Eye wall and 

spiral rain band is a major mesoscale st rong c onvective systems to produce heavy  

rainfall. Th e oth er mesoscale vortices, wind s hear and inverted trough i n the TC 
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(Liying et al 2010) would enhance corresponding rainfall. 

Underlying surface will influences the TC rain fall dra matically. Thes e inc lude 

the effects of coastal land, mountainous range topography. Huge inland water surface, 

saturated so il gro und an d boundary l ayer moisture t ransfer etc. Some mesoscale 

vortices within TC could be  induced by land topographic effects (Duan et al, 2005) 

which would increase the TC rainfall. 

 

 
Fig.1  Factors affect tropical cyclone rainfall 

 

The to tal T C rainf all is the results fro m t he interaction among environ mental 

forcing, inner mesoscale convective systems and underlying surface influences.(Fig.1). 

TC rainfall research usually focus on those physical processes. 

 

2. TC Rainfall Revival 

Landfalling tropical cy clones (LTCs) alwa ys bri ng about heavy rai nfall when 

they make landfall. Mo st of them  would gradually  be dissipat ed ow ing to that th e 

energy would be  consu med by land surface friction. How ever, a few of rainfalls 

associated with th e remnant of  L TC wou ld reinvigorate again. The  reviv al 

precipitation rat e of th e re mnant could exceed it in  l andfall s tage. This is  a s mall 

probability event that is difficult to predict. 

Remnant d epression o f L TC ov er la nd must absorb n ew en ergy for its  

reinvigoration. Diagnostic analysis shows that there are two kind of ener gies would 

help the remnant revival to increase the rainfal l, those are  the potential energy from 

mid-latitude and the latent neat energy from the lower latitude. 
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Fig.2  Severe tropical storm Bilis (0604) interact with south west monsoon flow 

 

Remnant vortex would obt ain baro clinic poten tial energy from the i nteraction 

between the remnant and mid-latitude trough, The potential energy it obtained would 

convert into kinetic energy to reinv igorate the remnant and increase the rainfall. On 

the other hand, when monsoon surge and its south west  stream flow with wet  cloud 

cluster merge and embroil into a LTC or its remnant which would obtain water vapour 

and latent heat. It w ould help remnant sustaining longer per iod over lan d to inc rease 

TC rai nfall (Dong et al,  2010). S evere tropical stor m Bili s (0604) is one of those 

typical cases (Fig.2) Whi ch sustained five days over land and bring about very heavy 

rainfall in south Ch ina. Bilis interact wi th the humid sou th west  monsoon flow and 

strong moisture flux which played a major role for this very heavy rainfall. 

Some st udies (Zeng et al, 2002 ) also showed that the h eat island effect, land 

surface topography, cod air intrusion and jet stream coupling in upper level and lower 

layer play an important role in TC heavy rainfall. 

Most of the LTCs with rain resuscitation made landfall in south east coastal area 

of Chi na. Those L TCs have tw o motion trends aft er th eir landfall, n amely move 

toward  north and west respectively. LTCs with northward motion trend may interact 

with mid-latitude trough to g ain b aroclinic p otential energy. So me of them have a  
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moisture channel connected with, it’s more favorable to in crease the rainfall of LTC. 

Some of the LTC in this group would undergo a process of extratropical transition. On 

the other hand, LTCs with westward motion trend may interact with monsoon surge 

and humid cloud cluster to gain latent heat energy if there is the occasion of monsoon 

onset. Some of them have a co lder air intrusion in northern periphery of the remnant 

to increase unstable stratification. 

Statistical study shows that  LTC rainfall reinvigoration often appea r in a weak  

depression re mnant even in their slow dow n or stagnant stag e and it happ en 

frequently in the time of third day after it made landfall。 

 

3. Remote rainfall with tropical cyclones  

Tropical cyclone could produce a distant rainfall out of it s periphery in addition 

to rainf all region covered b y TC circulation. When tropica l cyclone encounter a 

mid-latitude westerly  trough and interact with i t, lar ge a rea rainfall could b e 

distributed in front of the w esterly trough away from the TC circulation (Fig.3). The 

appearance of this rainfal l is closely related to the existence of TC in lower latitud e. 

Water vapour is transported by south east low layer jet flow in eastern periphery of the 

TC. The moisture flow stretch out to the region in front of the trough. Humid unstable 

stratification with cyclonic vort icity are more favorable to increase the rain rate and 

expand its distribution. 

 

 
Fig.3  Schematic diagram of typhoon remote rainfall 
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Numerical simulation (Zhu H.Y, et al, 2000 )  showed that th e remote rain rate is 

sensitive to tropical cyclone intensity and the strength of the westerly trough. 

Heavy rain usually occur in north  China when a typhoon make landfall in south 

east coast of China. This is also related to moisture transport from a typhoon in lower 

latitude around the coast. 

This remote rainfall phenomenon is not only appear in China bu t also in Japan. 

Study (Y ongqing W ang, Y uqing W ang, H. F udeyasu 2009) shows tha t exp anded 

distribution rainfall co ver Japan from 2-4 sep 2004 when t here is a t yphoon 

Songda(0419) appeare d in far away  oce an from  Jap an (1 300Km south away  fr om 

southern coast of Jap an). Their sensitive numerical simulation indicate that t yphoon 

Songda(0419) play an important role for this remote rainfall over Japan far away from 

Songda. On the other hand, the topography of Honshu Japan also contribute positive 

effect to this remote rainfall. 

Another remote rainfall was related to  typhoon Meari(0422) which arosed from 

the  topographic effect. Akihiko(20 06) studied the three rain lumps o ccurring over  

the kii p eninsula far away (500Km east) from Ky ushu Japa n where M eari made 

landfall. His sensitive simulation shows that one of three rain lumps corresponding to 

a mountain is disappeared when the topography is removed in the model while other 

two still rem ain. Obviously, the resul t of the nu merical simulation implies that the 

mountain topography could con tribute to th e remote rainfa ll of tropica l cyclone as 

well. 

 

4. Summary 

Tropical cyclone heavy rainfall is a integrated result from the interaction among 

TC and en vironmental forcing, in ner mesoscale structure and un derlying surface 

influences. 

Sustentation and stagnation of LTCs is an i mportant condition for heavy rainfall 

of remnant vortex. Vary heavy  rainfall usually occurred in a period of LTC moving 

slow down, stagnant or looping. 

Rainfall re invigoration is a small p robabilistic event wh ich is hard to forecas t. 
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Two kind of en ergies will help remnant of LTC revival to reinvigorate the rainfall of 

remnant. Those are the potential energy and latent heat energy. Those different kind of 

energy could be acqu ired when TC interact w ith westerly  trough o r monsoon surge 

respectively. 

Remote h eavy rainfall of TC is also an unus ual pheno menon. W ater vapour 

transport fo rm a ty phoon pla y a m ajor role.  Plenty  of water v apour could be 

transported b y the TC right sid e stream  f low. Both of westerly  trou gh and lan d 

topography have a positive effect to produce a remote rainfall of a TC. 
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Influence of Typhoon Songda (2004) in Producing Distantly-
Located Heavy Rainfall in Japan 

 
 
Yuqing WANG1,2, Yongqing WANG2, and Hironori FUDEYASU1  
 
 
1International Pacific Research Center and Department of Meteorology, University of Hawaii at 
Manoa, Honolulu, Hawaii, USA  
2Pacific Typhoon Research Center, KLME, Nanjing University of Information Science and 
Technology, Nanjing, China  
 
 
When Typhoon Songda (2004) was located southeast of Okinawa over the western North Pacific 
during 2–4 September 2004, a heavy rainfall event occurred over southern central Japan and its 
adjacent seas, more than 1200 km from the typhoon center. The Advanced Research version of 
the Weather Research and Forecast (WRF-ARW) model was used to investigate the possible 
remote effects of Typhoon Songda on this heavy precipitation event in Japan. The National 
Centers for Environmental Prediction (NCEP) global final (FNL) analysis was used to provide 
both the initial and lateral boundary conditions for the WRF model. The model was initialized at 
1800 UTC 2 September and integrated until 1800 UTC 6 September 2004, during which Songda 
was a supertyphoon. Two primary numerical experiments were performed. In the control 
experiment, a bogus vortex was inserted into the FNL analysis to enhance the initial storm 
intensity such that the model typhoon had an intensity that was similar to that observed at the 
initial time. In the no-typhoon experiment, the vortex associated with Typhoon Songda in the 
FNL analysis was removed by a smoothing algorithm such that the typhoon signal did not appear 
at the initial time. As verified against various observations, the control experiment captured 
reasonably well the evolution of the storm and the spatial distribution and evolution of the 
precipitation, whereas the remote precipitation in Japan was largely suppressed in the no-
typhoon experiment, indicting the significant far-reaching effects of Typhoon Songda. Songda 
enhanced the remote precipitation in Japan mainly through northward moisture transport into the 
preconditioned precipitation region by its outer circulation. The orographic forcing of the central 
mountains in Japan played a small role compared with Typhoon Songda in this extreme 
precipitation event. 
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On the Study of Rainfall Rate and Distribution Associated with the 
Typhoon Winnie (9711) during Its ET Process 

 
LI Ying1  LEI Xiaotu2  CHEN Lianshou1 

1  Chinese Academy of Meteorological Sciences/LaSW, Beijing, 100081 
2  Shanghai Typhoon Institute, Shanghai, 200030 

 
1. Introduction 

Typhoon may frequently encounter the cold air associated with a westerly trough. 
Typhoon extratropical transition (ET) could occur in this period. The structure of the typhoon 
remnant will appear a prominent change in the ET process ( Harr et al ,2000; Klein etal, 
2000). The baroclinic potential energy from the ET process could be converted into kinetic 
energy, reviving the remnant and increasing its rainfall(Chen et al, 2002). Numerical 
experiments by Niu et al. (2005) showed that the cold air which invaded into the periphery of 
the typhoon increased the rainfall amount there. However, when cold air penetrated into the 
vicinity of the typhoon center, it decreased the typhoon intensity dramatically and resulted in 
a remarkable decrease of rainfall. ET process of tropical cyclones will lead to variation of its 
rain rate and distribution, it has long been a challenge to forecasters. 

Typhoon Winnie made landfall in Zhejiang province of China on 18 Aug. 1997. It 
moved northward and caused heavy rainfall in the next 3 days in its ET process. Zhu et al 
(2002) displayed the change of Winnie's cloud system successfully based on MM5. Study 
from Li et al. (2006) shows that Winnie coupled with a mid-latitude upper trough during its 
ET. The slantwise vorticity development caused by the increase of moist baroclinicity is a 
main factor responsible for Winnie re-intensification.   

In this study, the change of rainfall rate and distribution related to the typhoon Winnie 
during its ET process was explored based CMA T106 data, TBB data issued by JMA and 
PSU/NCAR numerical model MM5 outputs. 

 
2. Overview of Typhoon Winnie   

Typhoon Winnie made landfall at 1300 UTC 18 August 1997 in Wenling City of 
Zhejiang, with a minimum sea level pressure of 960 hPa. Then it decayed and moved 
northwardly, and split into two centers of 994 hPa at 0000 UTC 20 August in Shandong. 
Then the vice center moved northeastwardly while the main center dissipated, and stagnated 
in the northeastern China at 0000 22 August. It eventually re-intensified as a extratropical 
cyclone with a minimum sea level pressure of 985 hPa. The change feature of typhoon 
precipitation in its re-intensification stage from 0000 UTC 20 August to 1200 22 August is 
investigated in this study.    

Fig.1 displays TBB distribution and 850-hPa wind vectors with 6 hour interval from 
0000 UTC 18 August to 1800 UTC 22 August 1997. Before landfall, the main cloud system 
of typhoon Winnie is symmetric in circular form, and there is a westerly trough cloud system 
developing in the region of 40ºN(Fig.1a,b). Then the trough and Winnie approached each 
other, both cloud systems blent together, resulting the development of convection in the 
northern part of typhoon circulation(Fig.1 c,d). The blent cloud system continually 
developed into a strong cloud band stretching in west-east direction (Fig.1 e-i). When the 
vice center of Winnie moved to the northeast, the cloud band curved to the south with the 
severe cloud area occurring in the northeastern part of typhoon circulation. A strong curving 
cloud band had been formed at 1200 UTC 21 Aug. 1997 as Winnie reached its strongest 
stage (Fig.1 o). After that, the curvature of the cloud band increased, making for ring from, 
and evolved into a mature extratropical cyclone at 0600 UTC 22 Aug (Fig.1 p-r). The cloud 
system weakened afterwards (Fig.1 s,f). In this process, strong cloud band moved to the 
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southeastern part of typhoon circulation. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1  TBB distribution（shaded，°C） and 800-hPa wind vectors with 6 hour interval from 0000 UTC 18 
August to 1800 UTC 22 August 1997. 
 

TBB distribution shows that Winnie's cloud system changes remarkably with 
asymmetric structure during its ET process. The strong cloud band occurs in the north, 
northeast and southeast in turn, going round typhoon center clockwise.  

  
3. Numerical simulation 

The PSU/NCAR non-hydrostatic model MM5v3 is used. It is configured in dual-way 
feedback and two-domain nesting, with grid lengths of 45 km and 15 km, respectively. The 
resolutions of orography inserted are 30 and 10 minutes, respectively. The center point of the 
two model domains is set at 41ºN，123ºE, and 23 σ levels in vertical. The Kain-Fritsch 
convective parameterization scheme is applied for both model domains. CMA T106 data, 
with 1.125º horizontal resolution is applied to form original fields and and lateral boundary 
conditions in the model. It is integrated for 60 h from 0000 UTC 20 Aug. to 1200 22 Aug. 
1997. 

 
 

    
 
 
 
 
 
 
 
 

Fig.2  A comparison of the minimum sea level pressure(hPa) of the control simulation (solid curve) from 
the observation (broken curve) (a) and accumulative rainfall (mm,only ≥ 20 mm) from 1200 UTC Aug. 20 
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to 1200 UTC Aug. 22 1997(b、c).    (b)simulation；(c)observation 
Fig.2a compares the minimum central pressure of Typhoon Winnie between model 

outputs (solid curve) and CMA best analysis (broken curve). The simulation is weaker than 
the best analysis, with 2-4 hPa differences, however, their trends is similar. The model has 
exhibited the re-intensification of typhoon Winnie in its ET process. Fig.2b shows the 
comparison of accumulative rainfall from 1200 UTC Aug. 20 to 1200 UTC Aug. 22 1997. It 
also conforms well to the observed. In general, the model can reproduces well the change of 
typhoon intensity and the rainfall rate and distribution. In the following text, we will use the 
model outputs to analyze the change of rainfall associated with typhoon Winnie. 
 
4. Results 
4.1 Environmental wind vertical shear 

Studies(Frank et al, 1999; Chen et al, 2006) show that typhoon rainfall distribution is 
related to the vertical shear of horizontal winds in the surrounding environment . Fig3 shows 
that the environmental vertical shear becomes very strong under the interaction between the 
typhoon remnant and high level southwesterly jet(figure omitted), and its direction turns in 
clockwise style from 216° to 279°. It is found that the rainfall mainly occurs on the left side 
of downstream of the shear. The rainfall center occurs in the north, northeast and southeast in 
turn(Fig.4), that is corresponding to the change of vertical shear direction .  

 
 
 
 
 
 

 
 
 
 
 
Fig.3 The vertical-time variation of wind vertical shear averaged on typhoon area ( 10°×10° latitude and 
longitude area) and upper panel shows the magnitude in unit of m/s and bottom panel the direction in 
degree. 
 
4.2 Structure change 
4.2.1 Slantwise vortex 
    The wind vectors, potential height and equivalent potential temperature distributions at 
850 hPa, 700 hPa, 500 hPa and 300 hPa during 1200 UTC 20 Aug. To 1200 UTC 22 Aug. 
1997 is examined (Figures omitted). It is found that the vertical structure of typhoon vortex 
is slantwise against height, inclined to the north at its transformation stage, then tend to 
perpendicularity in its reintensifying stage, and inclined to the southeast afterward. Thus the 
ascending motion of warm airflow also is slantwise, that is favorable for heavy rainfall 
occurring in the slanting direction of typhoon vortex.  
4.2.2 Thermal advection 
    Shuanzhu et al.(2009) demonstrates that the diagnosis of thermal advection and 
associated ascent and descent behaviour are valid for extreme rainfall associated with 
typhoon Bilis (2006). Fig.4 shows 700hPa wind vectors(arrows), 850 to 500hPa thickness 
( contours, gpm) and 6 h accumulated rainfall(shading, only ≥ 5 mm). It is found that the 
warm advection (solid long arrow) is favorable for rainfall, however the cold advection 
(broken long arrow) is unfavorable for rainfall, it decreases or dissipates rainfall. The cold 
advection interacts with warm advections in typhoon circulation during its ET process. Thus 
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the thermal structure is asymmetric, resulting in the change of rainfall distribution.   
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      

 
 

 
Fig.4 700 hPa wind vectors(arrows), 850 to 500hPa thickness ( contours,gpm) and 6 h accumulated 
rainfall(shading,only ≥ 5 mm)    (a) 0600 UTC 21 Aug. (b)1200 UTC 21 Aug. (c)1800 UTC 21 Aug. (d) 
0600 UTC 22 Aug.  
 
4.2.3 Convective Vorticity Vector 
    Convective Vorticity Vectors (


 

 aC ) was put forward by Gao et al (2004a) to 

diagnosed the deep convection. Their study shows that the vertical component of convective 
vorticity vector has a good relationship with rainfall. It can be expressed as:  
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Fig.5  Distributions of zC （10-7 K M-1s-1） and 6 h accumulated rainfall (shading, only ≥ 5 mm) on 
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800 hPa (a,b, arrow indicates position for vertical section) , vertical sections of zC and simulated radar 
reflectivity (shading, only ≥10 dBz).      (a)(c) 1800 UTC 21 Aug. (b)(d) 0600 UTC 22 Aug. 
    Fig.5 displays distributions of zC  and 6 h accumulated rainfall on 800 hPa and 

vertical sections of zC and simulated radar reflectivity. It is found that the high value area 
of zC  on lower layer is a good index to strong convection and heavy rainfall region in 
typhoon circulation. 
 
5. Conclusion 

The mechanism of rainfall change associated typhoon Winnie has been discussed based 
on satellite data and MM5 outputs in its ET process.  

The results indicate that the rainfall distribution displays remarkable asymmetry. The 
heavy rainfall mainly occurs in the north at first, then the northeast and southeast part of 
typhoon circulation, going around typhoon center clockwise during ET process. 

It is found that the environmental vertical shear becomes stronger under the interaction 
between the remnant and upper westerly trough during ET process, and results in the rainfall 
concentrated in the left side of downstream of the shear. Meanwhile, the vertical structure of 
typhoon vortex is slantwise against height, and the heavy rainfall occurs in the slanting 
direction. On the other hand, the rainfall variation also is related to the thermal advection 
activity in the remnant of typhoon circulation. The heavy rainfall is associated with warm air 
advection at 700hPa. Moreover, the vertical component of convective vorticity vector can 
reflect the impacts of wind vertical shear and front in ET typhoon circulation. Its high value 
area has a good relationship with heavy rainfall on lower layer .  
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1 Introduction 

The estimation of TC quantitative precipitation forecast affecting Shanghai 
in 2009 was introduced in this paper. Besides the traditional verification 
measures [e.g., Mean Absolute Error(MSE), Mean Error(ME),etc], the Method 
for object-based Diagnostic Evaluation (MODE) was applied to estimate the 
precipitation forecast of Shanghai regional mesoscale model(STI-WARMS) 
which was based on WRF. 
 
2 Data and Methods 

The observation precipitation data in this paper is MICAPS format and the  
traditional verification measures and spatial verification method (MODE) were 
applied In this paper. The TC case which we choose is typhoon MORAKOT.  

The Mean Error (ME) is defined as 





n
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ii of
n
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)(1  

The Absolute Error (MAE) 
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The methods used by the MODE tool to identify and match forecast and 
observed objects are briefly described in this section. 

Mode is based on a multi-step automated process, which includes the 
following stages: 

(a) Object identification; 
(b) Measurement of object attributes; 
(c) Merging of objects from the forecast and observed fields; 
(d) Matching of objects from the observed object attributes; 
(e) Comparison of forecast and observed object attributes; 
(f) Summarization and comparison across many cases. 
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Figure1. Summary of steps involved in application of the Mode approach 

 
3  Result of traditional verification methods 

 

 

Figure2. Precipitation forecast error of STI-WARMS in Shanghai region during the 
affection of MORAKOT 

 
  Figure2 indicates the precipitation forecast error by 6 hour in Shanghai 
region during the affection of MORAKOT. The ME between forecast and 
observation is 2.6mm, 7.3mm, 4.9mm and1.0mm in 0-6h, 6-12h, 12-18h and 
18-24h. It indicates that the forecast precipitation is mostly stronger than 
observed ones, especially in 6-12h. The MAE between forecast and 
observation is 1mm, 8.3mm, 5.2mm and 1.5mm. It also confirm that the 
forecast error in 6-12h is bigger than other intervals.  
 
4  Result of MODE 

 

The example presented in this section is based on STI-WARMS output 
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from 0000 UTC on 8 August 2009 to 0012UTC on 10 August 2009 during the 
affection of MORAKOT and in particular precipitation fields from the Advanced 
Research WRF(ARW) run at a 9-km horizontal resolution.  

Figure 3 shows the WRF and MICAPS precipitation for a case valid at 
0012UTC on 9 August 2009. The values shown are 24-h precipitation 
accumulations; the WRF output is based on a 24-h forecast initialized at 
0012UTC. Figure 4 shows the precipitation objects created using a convolution 
radius of 15 grid squares and a threshold of 10mm. Color coding indicates 
which objects were merged and matched. Dark blue objects were unmatched. 

 
Figure3. (a)STI-WARMS (b) MICAPS precipitation values for 0012UTC 9 August 2009 

 
Figure4. Single and composite objects identified for the case shown in Fig.3 for (a) 

STI-WARMS and (b) MICAPS observation. Colors identify objects that are matched 
and merged. Dark blue objects are not matched. 
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In this case, a total of two composite objects were matched between the 
Forecast and observed fields. Some attributes of the composite objects shown 
in Figure4 are listed in Table 1. These attributes include area, distance and 
intensity measures. As shown in table 1, the first composite forecast object 
was somewhat larger than observed ones, but the second composite forecast 
is smaller than observed ones. The STI-WARMS tended to overforecast 
precipitation intensity, for both the median and the 0.90th intensity. 
 

Attributes or comparison 

of objects 

Composite objects number 

1 2 

STI-WARMS area 5762 684 

MICAPS area 5165 951 

Area ratio 1.12 0.72 

Centroid distance 40 15 

Median intensity ratio 1.22  0.97 

0.90th intensity ratio 1.19  2.13 
 

Table1.Example attributes and attributes comparisons for 9 August 2009 case 
shown in Fiugre3 and Figure4. 

 
Table2 showed the averaged attribute comparison for multiple forecast 

times of STI-WARMS during the affection of MORAKOT. Results indicated that 
the averaged area ratio between composite forecast objects and observed 
ones is 1.23, the averaged centroid distance is 66.3, averaged median 
intensity ratio and 0.90th intensity ratio is 1.38 and 1.39. 
 

Area ratio 1.23 

Centroid distance 66.3 

Median intensity ratio 1.38 

0.90th intensity ratio 1.39 

Table2. Averaged attribute comparison for multiple forecast times during the affection 
of MORAKOT. 

 
5  Summary and Conclusions 

From the comparison of forecast and observed object attributes, the 
results showed that: 
 

(1) The area ratio between forecast and observed objects is 1.27:1  in 6h  
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and 1.23:1 in 24h, indicates that the forecast precipitation area is somewhat 
large than observed ones.   
 

(2) The angle difference between forecast and observed objects is 6.48  
degree in 6h and 7.21 degree in 24h. 
 

(3) The median intensity ratio and 0.90th intensity ratio between forecast 
and observed objects is 0.945 and 1.22 in 6h and 1.38 and 1.39 in 24h, 
indicates that the forecast precipitation intensity is mostly stronger than 
observed precipitation intensity, especially in the center of precipitation area. 
 

(4) The traditional verification between forecast and observed grid points  
Indicates that the model forecast precipitation intensity is stronger than 
observed precipitation intensity, the Mean Error between forecast and 
observed precipitation in Shanghai is 2.6mm, 7.3mm, 4.9mm and 1.0mm by 6 
hour during 24 forecast lead time. 
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Extended Abstract 

1. Introduction 

Observational evidence (Chen and Ding, 1979; Tao et al., 1980; Chen, 2007) has shown 
that tropical cyclones (TC) often bring about torrential rains when they make landfall.  When 
a TC weakens into a remnant, rainfall would be decreased correspondingly.  However, in 
some cases, the remnant will be reviviscent and produce even heavier rainfall than it in 
landfall time. Such a phenomenon is known as Rainfall Reinforcement associated with 
Landfalling Tropical Cyclones (RRLTC; Fan et al., 1996).  Because of the occurrence of 
RRLTC often under complex atmospheric environments, the prediction of RRLTC has 
always been a challenge to forecasters. As a result, it may induce tremendous disasters.  
Statistical research reveals that rainfall centers have a close relation with topography as 
mainly locating in coastal lines vicinity, the eastern and southern slopes of the Mountains 
(Dong et al., 2010). Typhoon Talim (2005) is a good case to investigate topographic effect on 
the rainfall reinforcement, which induced the strongest rainfall reinforcement so far in China 
and the rainfall center just situates in the east slope of Da-bie Mountains. In this paper, we 
will present results from simulation to understand the terrain impact. 

2. Model description and experiment design 

This study makes use of Weather Research and Forecasting Model (WRFV2.2). One 
control experiment and three sensitivity experiments are designed as the following: control 
experiment (CON), without the Da-bie Mountains experiment (T0.0), reducing the Da-bie 
Mountains elevation to 50% experiment (T0.5) and increasing the Da-bie Mountains 
elevation to 150% experiment (T1.5).  

3. Control experiment results 

1) Track and intensity 

The comparison of the simulation track with the China Meteorological Administration 
(CMA) best-track analyses from 1200 UTC 1 September to 1200 UTC 3 September shows 
that the simulation can forecast Talim northwestward motion inland as well as the stagnation 
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in the latter 24-h, on average, the 48-h error is 58km. For the intensity simulation, the 
simulated minimum sea-level pressure agrees well with the estimated from CMA, which 
revives the slowly weakening trend of Talim over land. Meanly, the absolute error is 2.7 hPa 
during the 48-h. That is to say, the model does capture the evolution of Talim’s intensity.          

   

   

Fig.1. The observed (a,b) and simulated (c,d) 24-h accumulated rainfall with terrain at 1200 UTC 2 Sep (a,c) and 

1200 UTC 3 Sep 2005 

2) Precipitation 

Figure 1a and 1b show the observation of the 24-h accumulated precipitation with the 
terrain at 1200 UTC 2 September and 1200 UTC 3 September 2005. The corresponding 
simulations are displayed in Fig.1c and Fig.1d. Their comparisons indicate that the rainfall 
distribution is alike and the rainfall intensity is equivalent. On 1200 UTC 2 Sep, the rainfall 
band with north-to-south orientation is simulated as well as the maximum in the Lu 
Mountains, but the simulated intensity 277 mm is less than the observation 351 mm.  On 
1200 UTC 3 Sep, the rainfall region of observation is enlarged obviously and rain-band 

(c) (d) 

(a) (b) 
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orientation shift to northeast-to-southwest. The heavy rainfall mainly focuses in the Da-bie 
Mountains with the maximum at 495 mm. Similarly, the simulated rainfall region is extended 
and has a northeast-to-southwest axis, the heavy rainfall also distribute in the Da-bie 
Mountains with the highest as 577 mm. In general, the simulated rainfall is stronger than the 
observation and its location is slightly shifts to north. As you know, rainfall is the product of 
complicated physics processes and thus its simulation is always a big challenge. The control 
experiment has basically described the main rainfall feature and such simulation is 
encouraging.  

Above all, control experiment performed a successful simulation for the process of 
rainfall reinforcement associated with Talim (2005). Based on this, we further analyze the 
sensitivity experiments results in the next text. 

       

 

Fig.2. The 24-h accumulated rainfall from experiment T0.0(a), T0.5(b) and T1.5(c) with terrain at 1200 UTC 3 Sep 

2005 

 

(a) (b) 

(c) 
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4. Sensitivity experiment results 

1) Precipitation 

Rainfall precipitation from sensitivity experiments indicate that during the 24-h 
integration the intensity and range of rainfall are enhanced with the increase of terrain, the 
maxima in Lu Mountains are respectively 264, 271, 279 and 285 mm for T0.0, T0.5, CON 
and T1.5 experiment. From the 24 to 48-h integration (Fig.2a-c), the heavy rainfall mainly 
moves to Da-bie Mountains and terrain modulated the rainfall obviously. The higher the 
terrain is, the rainfall distribution is more uneven. Comparison of the T0.5, CON and T1.5 
displays heavy rainfall can be blocked to the upslope of Da-bie Mountains, where the amount 
of rainfall center enhance from 436 to 660 mm with the increase of terrain. It is notable that 
terrain has minor impact on the total rain band distribution, the rainfall reinforced 
significantly even when Da-bie terrain is removed. In other word, in this case, there has no 
relationship between the occurrence of rainfall reinforcement and Da-bie Mountains. The 
terrain just strengthens the intensity of rainfall reinforcement and makes the rainfall 
distribution uneven. Moreover, Da-bie Mountains always situate in the northeast azimuth of 
Talim, warm and wet southeast flow from Talim maintain vapor and energy transfer to 
mountainous region, which are favorable for rainfall increase. Specifically, the intensity of 
rainfall center with Da-bie Mountains is larger about 15% than that without topography. 

2) Topography impact analysis 

a) Convergent line and meso-scale vortex 

    

Fig.3. The difference of stream and divergence with terrain (dashed line) at 900 hPa between CON and T0.0 at (a) 

0000 UTC 3 Sep and (b)1200 UTC 3 Sep 2005 

To highlight the topography effect, figure 3 shows the difference wind field at 900hPa 
(CON minus T0.0). On 1800 UTC 2 Sep，a meso-scale convergent line between northward 
flow and southward flow is formed in the Mountains. After 6-h, the convergent move 
southward slowly and its convergence is larger than 3×10－4s-1 (Fig.3a). Interestingly, a 
meso-β vortex develops in the convergent line and intensifies, consequently, a strong 

(a) (b) 
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convergence occurs in the southeastern of Da-bie Mountains (Fig.3b). These results indicate 
that the topographic effect trigger the formation of convergent line and meso-scale vortex as 
well as the strong convergence, which are favorable factors to convection and rainfall. 

b) Vertical motion  

To understand how the terrain affects the rainfall, we calculate the vertical profiles of 
mean vertical velocity near rainfall center during the rainfall enhancing period from all 
experiments (see Fig.4a). Comparison of the average profiles shows that terrain mainly 
impacts the vertical velocity below 450hPa level and the peak increases with the terrain. The 
peak upward motion with true terrain is about 0.5 m s-1, while that of without terrain is near 
0.3m s-1, the former is around 170% of the latter. 

      

Fig.4. (a)Vertical profiles of mean vertical velocity near rainfall center from 1200 UTC 2 Sep to 1200 UTC 3 Sep 

2005 and (b) Time series of the terrain-induced vertical velocity ( fw ，solid line, m s-1) near rainfall center and the 

vertical velocity ( w , dashed line, m s
-1) at the lowest model levelσ＝0.995 in CON experiment.  

It has been shown (Tao et al. 1980; Lin et al. 2001; Smith et al., 2009) that the 
terrain-induced upward motion is favorable for enhancing the ascent and thus the rainfall 

strengthening.  Here, we calculated the terrain-induced upward motion fw  for CON 

experiment. As indicated in the Fig.4b, the fw  near rainfall center in the Da-bie Mountains 

accounts for from 40% to 60% of the vertical motion w  at the lowest model level (σ＝
0.995)in that period, on average, the rate is about 50%. That is to say, the terrain plays 
important role in enhancing the vertical motion, which will be helpful to rainfall increase.  

 

 

 

m
 s-1

 

(a) (b) 
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1. Introduction 
For more than a decade, the importance of analyzing changes in temperature and 

precipitation extremes has been realized and extensive analyses were carried out 
[IPCC, 2001]. Recently, an effort was made to design a realistic global distribution of 
extreme indices [Alexander et al, 2005]. While changes in tropical cyclone (TC) 
activity have drawn more and more attention, a few studies have addressed the 
precipitation associated with TCs (IPCC 2002) either in climate models or in 
observations. Harr et al.[2001] analyzed TC structural characteristics during 
extratropical transition as they related to expansion of torrential precipitation regions. 
Shuman et al.[2001] studied torrential precipitation events from TC remnants in the 
eastern United States. Laing[2001] carried out satellite estimates of TC precipitation 
(TCP) using Tropical Rainfall Measuring Mission(TRMM), Geostationary 
Operational Environmental Satellites(GOES), and Special Sensor Microwave Imager 
(SSM/I) datasets. Meanwhile, by simply defining TCP as that within a radius of 1000 
km from the center of a TC, Hasegawa[2005] studied TC and TC torrential 
precipitation over the western North Pacific (WNP) in present and doubled CO2 
climates simulated by climate models. Englehart et al.[2001] explored the role of 
tropical storms over the eastern North Pacific in the rainfall climatology of western 
Mexico by defining TCP as that within a radius of 550 km from the center of a TC . 
Using an objective analysis technique, Ren et al.[2002] and Gleason et al.[2000] 
analyzed the climate characteristics of TCP in China and the United States, 
respectively. 

Some studies indicate that there was no statistically significant long-term trend in 
both the number and the intensity of TCs in WNP over the past 4-5 decades [IPCC, 
2001; Yeung et al., 2005; Chan et al., 1996]. However, two recent studies argued that 
TC intensity has increased markedly in recent decades [Emanuel, 2005; Webster et al., 
2005]. In addition, Wu et al. [2005] found that the TC influence on the South China 
Sea has considerably decreased and the two prevailing typhoon tracks in the WNP 
have shifted westward over the past four decades, leading to increasing typhoon 
influence over the subtropical East Asia. However, little is known about the influence 
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of the documented intensity and track changes on TCP. 
Several discontinuous spiral rainbelts often occur in a TC, which are generally 

asymmetric around the TC center (Elsberry et al., 1987). Therefore, simply using the 
distance between station location and TC center location, namely a circle around the 
TC center, cannot accurately catch TCP. Recently, an advanced technique named the 
Objective Synoptic Analysis Technique (OSAT), which is capable of partitioning TCP 
in China, has been proposed [Ren et al., 2005]. 

In the present study, we use the TC track dataset and a station precipitation dataset 
to examine the climatological characteristics of TCP, with special focus on its 
long-term changes and TC-induced torrential precipitation events in China. 
2. Data  

The information about the WNP TC positions used in this study is from Shanghai 
Typhoon Institute of China Meteorological Administration(CMA). The dataset ranges 
from 1949 to 2004 and is believed to be more accurate for those TCs that affected China 
because the positions have been carefully validated. The daily precipitation dataset 
used in this study includes 677 China stations that represented the spatial distribution 
of precipitation in China, in which 659 stations are over the mainland of China and the 
Hainan Island from National Meteorological Information Center/CMA and the other 
18 stations are in the Taiwan Island. A close inspection of the dataset reveals that time 
coverage of the daily precipitation for the 659 stations ranged from 0UTC to 24UTC, 
and the number of stations increased sharply from about 170 in 1951 to about 570 in 
1957. Since the number of stations can affect the results of the estimated TCP, the 
period 1957~2004 is selected as the period for analyzing long-term trend in TCP. 
3. Analysis Method 

The TCP can result from the TC eyewall and spiral rainbands, and from the 
interactions between the TC circulation and other weather systems. The spiral 
rainbands are generally asymmetric with respect to the TC center. The OSAT imitates 
the analysis procedure taken by an operational weather forecaster. There are two steps: 
First, based on the spatial structure of the observed station precipitation, all the 
precipitation observations can be grouped into different rainbelts. Then, given the 
distances between a station and the TC center, between the precipitation center of the 
rainbelt which includes the station and the TC center, and the distance function 
between the TC center and the distribution of the rainbelt, one can identify whether 
the station precipitation is TCP by comparing these distances with the specified TC 
maximum size (D1) and mininum size (D0) [Ren, et al., 2005]. In this study, D0 and D1 
vary with TC intensity. The typical values for D0 and D1 are 500 km, which is the 
maximum distance between a TC center and the associated squall lines, and 1100 km, 
which is usually given as the maximum radius for a TC outlet (Brand, 1972, Elsberry, 
et al., 1987), respectively.  

In this study, a TC is defined as an influencing TC when its rainbelt is over the 
mainland of China or any of the two biggest islands of China, Taiwan and Hainan. The 
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influencing TCs include landfall TCs and those passing offshore around China.  
The rainfall data are interpolated on 0.5×0.5 latitude-longitude grids to calculate 

the rainfall volume for a TC. Inverse-distance interpolation was applied to transform 
the TC rainfall data. To limit the possible expansion of the TC rainbelt, the gridding 
procedure is limited to the rainbelt region. The area represented by a given grid can be 
calculated as, 
            Agrid=(r/360)2cos(φ),                                 (1) 
where r is the radius of the Earth, φ is the latitude of the grid, and Agrid is in km2. 

The rainfall volume for a given grid can be 
            Vgrid= Agrid Pgrid10-6                                  (2) 
where Pgrid is the grid precipitation in mm, Vgrid is in km3. The TCP volume is the total 
of the grid rainfall volume (Vgrid) in the TC rainbelt.  
4. Results and Discussion 

 

   
a                                   b 

Fig.1 Climatology of station TC precipitation during 1971-2000. 
a. Spatial distribution of average annual TC precipitation(unit: mm); 

b. Spatial distribution of ratio of average annual TC precipitation to average total 
rainfall 

 
Figure 1a presents the distribution of the annual mean TCP averaged over 

1957-2004. TCs mainly influenced central and eastern China, roughly east of 98E. 
Generally, annual TCP above 200 mm is observed in the southeastern coastal regions 
including the Taiwan and Hainan Islands. Significant TCP usually occurred in the 
mountainous regions, which is not shown in Figure 1a. The annual TCP exceeds 500 
mm in central-eastern Taiwan, central-eastern Hainan and along the eastern coastline 
in South China. Some Taiwan stations received 1000~1350mm annual TCP. The TCP 
decreased northwestward quickly, with values less than 10mm in northern and 
western parts of the TC influenced region, while the annual TCP was 50~200mm in 
the lower valley of the Yangtze River, most regions south of the middle and lower 
valleys of the Yangtze River. 
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Figure 1b shows the distribution of the ratio of annual TCP to total annual rainfall 
averaged over the period 1957-2004. In Taiwan, Hainan, the southeastern coastal 
regions, and the easternmost Shandong Peninsula, TCP contributes more than 10% 
precipitation, with 20~30% in most of Taiwan, the coastline south of 25N, and 30~40% 
in most of Hainan and locations of Taiwan and the coastline. In southernmost Taiwan 
and westernmost Hainan, TCP accounts for 40-45% of the total precipitation. 
Meanwhile, the ratios decrease northwestward quickly, with values less than 1% in 
northern and western parts of the TC influenced region. 

  

a                                 b 

 

c 

Fig.2 Variations of TC precipitation 
a. Variations of total annual volume of TC precipitation for China(unit: km3) 

b. Variations of accumulated number of times with torrential TCP(≥50mm/day)  of 
individual station 

c. Spatial distribution of trends of annual typhoon precipitation(unit: mm/yr) 
(square boxes indicating statistically significant at 0.05 level by Kendall test) 

 
Figure 2a displays time series of the total annual TCP volume for China. First, a  

downward linear trend can be found during 1957~2004, with a rate of -3.0 km3/yr. A 
Kendall test indicates that the trend is statistically significant at 0.01 significance level. 
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Second, the TCP includes interdecadal variation and prominent year-to-year 
fluctuations. In the early 1960s, early 1970s, 1985 and 1994, China received much 
above-normal TCP, with maximums of 761.3 km3 and 759.2 km3 in 1994 and 1985, 
respectively. Meanwhile, in the late 1960s, 1983 and 1998, much below-normal TCPs 
were observed in China, with minimum of 141.8 km3 in 1983. 

Figure 2b presents variations of the total annual frequency of the torrential TCP 
events (≥50mm/day) for individual stations. A significant (at 0.05 level) decreasing 
trend can be clearly seen with similar interdecadal variations and year-to-year 
fluctuations as shown in Figure 2a for the annual TCP volume. The most frequency of 
the torrential TCP events occurred in 1994 and 1985, with least frequency in 1983. 
Further examination shows that the total annual frequency of the torrential TCP events 
is well correlated with the annual TCP, with a correlation coefficient being 0.94. 

The time series of annual TCP at each station were also examined for the 
long-term trends. Results displayed in Fig.2c show that decreasing trends exist in 
most of the stations, with less than -5 mm/yr in southern Taiwan, central-eastern 
Hainan. The decreasing trends reached -10~ -15 mm/yr in southeastern Taiwan. The 
increasing trends primarily occurred along two belts extending from southwest to 
northeast. One is from the middle valleys of the Yangtze and Yellow Rivers to 
northeastern China. Further inspection reveals that, while decreasing trends are 
statistically significant at the 0.05 level by a Kendall test, the increasing trends are 
very small (between 0.05~0.5mm/yr) and no increase trend is statistically significant 
during the period 1957-2004. 

 
Fig.3 Variations of frequency of influencing TC and 

influencing typhoon(MSWS ≥32.7m/s) for China 
 

Figure 3 shows time series of the frequency of TCs and typhoons that affected 
China from 1957 to 2004. The frequencies of the influencing TCs and typhoons also 
display significant decreasing trends during the period, with 0.05 and 0.01 significant 
levels, respectively. Both of them also show obvious year-to-year fluctuations, with 
maximums of 27 and 17 both in 1971.The variations in frequency of influencing TCs 
and TCP imply that, during the past 48 years, China experienced decreasing typhoon 
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influence. 
In order to explain the variations in TCP, the relationships between the TCP and 

the influencing TCs and typhoons were calculated. The two correlation coefficients 
are 0.62 and 0.47, which are both statistically significant. Therefore, the decrease in 
influencing TCs may be the main reason for the decrease in TCP. For year-to-year 
fluctuation, TC tracks were inspected for three years of 1971, 1985 and 1994, which 
show most significant year-to-year fluctuations. It suggests that the most important 
factor for annual variation in TCP in China is the tracks of landfall TCs and the length 
of their lifetimes over the land, rather than the number of influencing TCs. 
5. Summary 

In this study, the TCP of the China 677 weather stations from 1957 to 2004 was 
analyzed with a special focus on its long-term changes because some recent studies 
have argued that tropical cyclone activity over the WNP has been changed in response 
to the ongoing global warming. We examined the TCP spatial distribution, its ratio to 
total annual rainfall, and the changes in the TCP volume and the total annual 
frequency of the torrential TCP events.  

As expected, tropical cyclones significantly contribute to the annual rainfall in 
southern, southeastern, and eastern China, primarily Taiwan, Hainan, and most of the 
southeastern coastal regions received more than 500mm annual TCP, contributing 
about 20~40% of the total annual precipitation. The TCP and its contribution to 
annual precipitation generally decrease with the increase of latitude. 

Despite interdecadal and interannual variations, a significant downward trend is 
found in both the TCP volume and the total annual frequency of the torrential TCP 
events over the past 48 years. Both influencing TCs and typhoons also show 
significant decreasing trends during the period 1957-2004. These changes strongly 
suggest that the TC influence has been decreased over the past 48 years. We also 
examined the time series of the TCP ratio to the annual precipitation averaged over 
the southern and southeastern China, where TCP contributes significantly to the 
annual precipitation. A decreasing trend is also found in the ratio, further indicating 
that China has experienced decreasing TCP over the past 48 years.  
Although further study is needed for the exact cause of the decreasing trends found in 
this study, correlation analysis indicates that the decrease in number of the influencing 
TCs may be the main reason for the decreasing trend in the annul TCP. Recently, Wu 
et al. (2005) examined the changes in the prevailing tropical cyclone tracks in the 
WNP basin and found that more and more tropical cyclones took the two recurving 
prevailing tracks over the WNP while decreasing tropical cyclones moved westward 
and northwestward. As a result, the influence of tropical cyclones on South China Sea 
and southern China decreased over the past 40 years. Their results are consistent with 
decreasing TCP in China. Note that the decreasing TCP trend is dominated by the TCP 
changes in southern China.   
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1 Introduction 
The occurrence num bers of TC (T ropical Cyclone) in 2009 were significantly 

decreased in com parison to  the climatology over the South China Sea and the W est 
Pacific. However, the more number and the earlier time of TC which landed on China  
were observed. And it was showed the hea vy precipitation zones were located along 
with the southeast coast line of  China with a U shape in 200 9. As the intensity of  the 
most of landing TC in China m ainland was weaker , it was more dif ficult to f orecast 
precipitation caused by the landing TC . Meanwhile T yphoon Morakot caused the 
unprecedented disastrous flooding within past 50 years in Taiwan Island: at least 491  
dead and several hundreds m issing. The dist ributions of rainfa ll were uneven and 
complicated.  

The archiving data sets in NMC included the tropical cyclones which occurred in 
Western North Pacific and the South China Sea and the 24h accumulated precipitation 
(from 00UTC to 00UTC) from  2510 observation stations in China m ainland in 2009.  
These data sets were used for the analysis study in this paper. It observed that the TC 
landfall started with a typhoon on June 22, and ended with a tropical depression on 
October 23 2009. During the TC season of four  months (July, August, September and 
October) in 2009, 9 tropical storm s and 2 tropi cal low pressures, causing the heavier 
precipitation, were observed. In order to well understand the behaviors of the NW P 
models, a typhoon torrential rain  day was defined: when th e tropical weather systems 
were dominant and the am ount of a bove 50mm precipitation accumulated over 24  h 
(from 00UTC to 00UTC) was obs erved in m ore than 3 weather statio ns at least. In 
total, a number of 32 typhoon torrential rain days was identified during the TC season 
of four months. The m ean rainfall distribution for the 32 typhoon to rrential rain days 
was calculated in this paper, and was intercompared to those predicted for the same 32 
typhoon torrential rain days by CMA ’T639 m odel and JMA ’s T959 m odel, 
respectively. Certainly, the forecasts were st ill verified with the statistical methods to 
understand well the performance of the NWP models in comparison to the forecasters. 
In order to give m ore details of typhoon rainfall process forecast in  the dif ferent 
provinces which were more af fected by th e typhoon landfalls, the evolution of rain 
process was verified. The resu lts showed  th at th e typh oon rainfall forecasts in 
Guangdong province were better than those in Hainan and other provinces.  
 
2 Distributions of observationed precipitation for the specified TC period in 2009 

Figure 1 illustrated the m ean observe d rainfall distribution for the 32 typhoon 
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torrential rain days in 2009. The distributi on of the typhoon rainfall was m ainly along 
the southeast coastal of China. The stronger rain zone s covered Leizhou Peninsula of 
Guangdong province and the north of Hainan pr ovince. In this year , Hainan province  
typhoon rainfall was dom inant in all 32 typhoo n torrential rain days. E xcept for the 
southern area, daily rain rate exceeded  only 20 mm /d, and the yearly am ount o f 
precipitation exceeded 6 00 mm. In additi on, the typhoon rainfall spatial distribution 
was in U s hape: less precip itations were observed in th e central p art of Chin a 
mainland. The precipitation of the southeas t coastal and the east of southwest of 
China is much more than other regions. In the most parts of Hubei, Hunan and Jiangxi 
provinces, the rainf all was less relative ly. The distribution shape is due to blowing 
northeast wind in 1 10 E and leading to less rainfall when the typhoons landed in the 
southeast co astal. W hy were there more rain fall i n t he sout hwest? It  needs furt her 
research on it. 

 
Fig.1 Mean observed rainfall distribution for the 32 typhoon torrential rain days in 2009 
 
3 Mean predicted rainfall distribution by CMA’s T639 and JMA’s T959 

Figure 2 and figure 3 depicted the m ean predicted rainfall distribution by CMA’s 
T639 and JMA ’s T959, respectively . The pred icted rain zones were sim ilar to the  
observation for all 1.5  to 4.5 days forecasts.   The 60 h forecast was better in 
agreement with observation for bo th the general distribution and the heaviest rainfall 
locations. But the both models under -estimated the intensity of  typhoon precipitation 
in comparison to the observat ion, the intensity predictions  by T639 m odel was better  
than those by T959 model.  
 

a b 
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Figure 2 as Fig.1, but predicted by CMA’s T639 model (a,36h, b, 60h, c,84h, d,108h) 
The parttern in U-shape  of the rainf all spatial distribution of  84 h forecasts was 

still easily identified for both T639 and T 959 models, but with over-estimations of  
precipitation in East, South and West parts of China mainland. For 108h forecasts, the 
rainfall amount decreased in general with a relatively indistinct parttern in U-shape of 
the rainfall spatial distributi on. After 132h forecast the rain  belts do not display any 
clear consistent with observation.  

 

a b 

c d 

Figure 3 as Fig.1, but predicted by JMA’s T959 model (a,36h, b, 60h, c,84h, d,108h,) 
 

4 Verification of pr ecipitation forecasts by CMA’sT639 and JMA’s T959 models  
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over China mainland for the 32 typhoon torrential rain days 
The traditional statis tic m ethods TS(Threat Score) and Bias were used for the 

verification of precipitation forecast s by CMA ’s T639, JMA ’s T959 and the 
forecasters. Figure-a showed that in general, TS by forecasters were h igher than those 
by both NWP  m odels nearly for all thresh olds, except for the threshold of above  
10mm/d of 24h forecasts. This m ean that the forecasters could well “ingest” all most 
recently available information of predictions and observations to give b etter forecasts 
than the model. However, bias by forecasters was also higher than those by both NWP 
models for the higher thresholds of above 10mm/d - 50mm/d for 24h – 108h forecasts.  
Beyond of 120h, the bias by T639 was highe st. In other word, T639 m ostly 
over-estimated the precipitation beyond of 120h of forecast length.  

Meanwhile, for the cases of Goni and Morakot of which the typhoon tracks were  
complicated, the NW P m odels gave better  predictions of pr ecipitation than the 
forecasters.  
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Figure 4  The mean TS and Bias of precipitation forecasts by  CMA’s T639, JMA ’s T959  
models and the forecaster s over China mainland for all 32 t yphoon t orrential rain da ys in 
2009: (a) TS ; (b) Bias. Th e five thresholds of  24h accumulated rainfall were chosen for the 
verification: above 0.1mm/d, above 10mm/d, above 25mm/d, above 50mm/d and 100mm/d. 

 
5 The processes (or cases) verification of precipitation forecasts 

Because the TC landfall mainly affected Hainan, Guangdong, Guangxi and Fujian 
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provinces in 2009, the TC rainfall processe s verification were specifically conducted  
in this paper for these four provinces. The results showed that the evolution of process 
rainfall was not well predicted beyond 3 days ahead. From the daily mean rain rate of 
typhoon rainfall processes over H ainan province where typhoon af fected m ost 
frequently in 2009, it showed that the for ecasts of JMA’s T959 m odel were slightly 
more skilful than those of CMA ’s T639 model. But for over 20 mm /d rainfall it 
underestimates the am ount of rain. Moreove r the forecast extrem es of most typhoon 
rainfall processes exit ahead or behind of observation. Only is over 50mm torrential 
rain the time of extrem es forecast accurately for 0917 typhoon – Parma. The typhoon 
rain am ount of T639 60h forecast is n ear to  observatio n, part icularly for Goni, 
Mujigae and the tropical depression in October over 50mm torrential rain. In additi on 
the extreme date of 0917 typhoon is consistent  with the observation for t639 forecast, 
but the amount is less than real rain. 
   The typhoon precipitation processes forecast for Guangdong is better than for 
Hainan for NWP models. The changing tendenc y of rainfall processes of two models 
is insistent with the real rain observation, a nd the intensity is near to the observation, 
particularly the for 36h and 60h forecast.   

Moreover for the Guangxi tropical cyclone s rain the tendency of processes  
changing is  insisten t with real rain , m eanwhile the 36h  forecas t for Molave and 
Koppu is accurate, and the tendency  and the intensity is near to the real rain. W hile 
the precipitation prediction of Morakot typhoon in Fujian province by T639 is better 
than by Japanese model in short term,  
6 Summary 

The analysis results showed the rain belts of 60h forecasts b y both models (T639 
and JMA) were sim ilar to the observations. The location of rain belts and m aximum 
rainfall center were also well in agreement with the observations. But the rain belts of 
3 day forecast were oriented toward s the north of the observed area, an d the m odels 
under-estimated the amounts of precipitation in comparison to observation. 

 The statis tical verification showed  th e forecas ters of NMC m ade the better 
forecast than the NWP models. TS by forecas ters were higher than those by the NWP 
models and the bias by forecasters were still higher than those by the NWP models for 
the higher thresholds of above 10mm/d - 50mm/d for 24h – 108h forecasts. 

 The verifications of precipitation f orecasts were conducted  specifically process 
by process in the Southern and South-eastern coast line of China, such as Guangdong, 
Guangxi, Fujian and Hainan provinces where TC af fected m ore frequently than in 
other regions of China. The verification results showed th at the p redictions of NW P 
models were m ore skillful in the preci pitation forecasts for Guangdong and Guangxi 
provinces than for Hainan province. 
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1. Introduction 
  

In the book and mov ie “The Perfect Stor m, “ a special s et of circumstance s 
(including a human element) led to a dis aster because a ship encounter ed extreme 
winds and waves.  By analogy, the disaster in which at least 500 people in the mountain 
village of Shiaolin died when  a lands lide was triggered by  extreme precipitation in 
Typhoon Morakot may justify i t to be labeled as “ The Perfect Monsoon-influenced 
Typhoon.”  Typhoon Morakot w as the deadliest typhoon to impact Taiwan in recorded 
history with 619 confirmed deaths, 76 missi ng persons, and roughly  NT $16.4 billion 
(USD 547 million) agricultural los ses.  This typhoon produced 2 855 mm of rain, whic h 
greatly surpassed the previous record of  1994 mm set in Typhoon Herb (1996).  This 
slow moving storm also caused wides pread damage in China with nearly 6000 homes  
destroyed and 136,000 homes that were damaged at a cost of USD 1.3 billion. 

 
 In the case of Morakot and other extrem e rain events over Taiwan, the monsoon 
influence that led to the long duration and in tense rainfall (Fig.  1) then triggered the  
landslide that wiped out the ent ire village. In these ca ses, the southwest monsoon flo w 
provides water vapor flux to a heavy rain ar ea well to the south of the center (Fig. 1). 
Large moisture convergence between the mons oon flow and the equatorward moisture 
flux on the west side of t he typhoon then leads to an east-we st oriented rainband ov er 
the Taiwan Strait to the west of the CMR.  However, this rainband only occurs when the 
typhoon is  in a limited range of  positions relative to t he CMR.  Furthermore, a long 
duration of the heavy rain in a concentrated region of the CMR will on ly occur if the  
typhoon is  slowly moving.  If the typhoon is moving at typical translation speeds, the 
heavy rain at a point will be relatively transient. 
 
 In summary, the perfect monsoon-infl uenced typhoon that leads to extreme 
precipitation and ass ociated fl ooding and potential lands lides such as in Morakot  
requires a special combination of factors: (i) Strong s outhwesterly monsoon winds; (ii)  
convergence between the typhoon circulati on and monsoon flow to form an east-west 
oriented convective band over  the Taiwan St rait that is quasi-stationary and long-
lasting; (iii) typhoon in specific locations relative to the CMR and moving slowly; and (iv ) 
steep topography that provides  rapid lifting of the moist air stre am over a limited 
horizontal area such that the heavy precipitation is highly concentrated. 
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Fig. 1.  b) Wind vecto rs on 9 Augu st 2 009 a nd wa ter vapo r tra nsport averag ed over 7-9 August with 
arrows indicating the co nvergence between the southwesterly monsoon flow and the oute r circulation of 
Typhoon Morakot (Hong et. al. 2010). 
 

The first objective of this review  is to use presentations at the International 
Workshop on Typhoon Morakot (2009) in T aipei, Taiwan dur ing 25-26 March 2009 to 
describe extensiv e research with historic al data sets, new radar observations, and 
numerical modeling t hat have advanced understanding, and that  this res earch is then 
leading to modifications of existing, and development of new, forecasting tools to 
improve forecast guidance.  The second obje ctive is to describe gaps in understanding 
and the advanced forecast guidance tools that are considered to be required to improve 
warnings of these extreme precipitat ion and flooding events in monsoon-influenc ed 
typhoons. 
 

2. Contributions of the monsoon flow 
 

 Even if it is uncertain as to whether Morakot originated from a monsoon gyre or a 
monsoon depression, the southweste rly monsoon flow and the associat ed 
southwesterly water vapor flux  played a key role in the extreme precipitation over  
southern Taiwan.  Chien et. al. (2006) had previously studied the heavy rain over  
southern and central Taiwan associated with northward-moving Typhoon Mindulle  
(2004) that also featured a conv ergence li ne between the typhoon circulation and the  
southwesterly flow of the monsoon.  They examined 56 y of the Joint Typhoon Warning 
Center northward-moving tracks near Taiwan and found that 33 of the 59 c ases were 
associated with a s outhwesterly monsoon flow. However, the remaining 26 cases did 
not have southwesterlies, so a sizeable fracti on of these cases did not interact with the 
monsoon flow. 
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3. Contributions of the east-west oriented convective band 
  

Chuang and Wei (2010) used  the C-band dual-polarization r adar in Makung,  
Taiwan and the S-band Doppler weather r adar in Qigu to analyze the kinematic  
structure of the convective cells in Typhoon Morakot during 2200 UTC 8 August to 0600  
UTC 9 August.  A linear rainband oriented east-west existed in the vicinity of the Taiwan 
west coas t with a significant confluen ce between the wester ly flow and the 
southwesterly flow.  The dual- Doppler r adar wind analys is documented a jet-like 
westerly flow between 2 km and 5 km with a maxim um exceeding 24 m s -1 that was 
associated with the east-west rainband.   New c ells developed upst ream of the 
confluence line and propagated westward inland toward the CMR. 

 
 Wang et. al. (2010) utilize d the entire Taiwan we ather radar network of six 
Doppler radars and f our dual polarization r adars during five stages of the Morakot 
passage: (1) Approach to Taiwan; (2) Slow movement; (3) Landfall; (4) Typhoon cente r 
in Taiwan Strait; and (5) Approach to Fujian Province.  From the radar analyses of Tang 
(2010), strong east-west oriented rainband s repeatedly formed during stage (4) near  
southwestern Taiwan along the c onvergence zone between the typhoon circulation and 
the southwesterly monsoon flow (Fig. 2).  Notice the east-west band designated D3 in 
Fig. 2a that extends from over the Taiwan Strait at the edge of the radar coverage to the 
region of the southern CMR where the landslide occurred.  Individual convect ive cells in 
the bands are shown in the horizontal radar re flectivity depiction at 4 km at 1600 LST  8 
August 2009 (Fig. 2b). The curvature of the ra inband suggests it is related to the outer 
circulation of Typhoon Mora kot and that deep conv ective cells  are beginning at the 
western end and grow as they propagate along the band toward the coast.  These deep 
convective towers persisted for about two hours and moved rapidly toward the island.  A 
north-south cross-section throug h one of t he conv ective cells  (not shown) indicates a 
strong updraft on the north side (s ide toward typhoon center) with a strong downdraft in 
the mid-troposphere on t he south side. At this time, t he strongest low-level relative 
inflow to the band was from t he south.  The corresponding v ertical cross-section of the 
wind speeds indicates the deep c onvective cell was on the southern boundary of a low-
level jet with speeds of 35-45 m s -1.  Clearly, this low-level jet was transporting large 
amounts of water vapor toward the west co ast of Taiwan and the southern CMR, and 
this was contributing to the extreme precipitation.   
 

Although these rainbands generally propagated southward, the major 
devastating rainband  oscillated  between  22.5°N and 23.5°N, as indicated in the  
Hovmoller diagram in Fig. 3.   T his osc illatory motion of the rainband appeared to be 
related to a reversal in the relative strengt h of the low-level inflow from the south and 
then from the north.   These radar studies provide conclusive evidence of the convective 
cells that build in the convergence lin e between the typhoon circulation and the 
southwesterly monsoon winds,  and that the eas t-west orientation of this rainband 
directed the convective cells toward the CMR. 
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Fig. 2. (a) Plan-p osition indicator of the radar reflectivity (dBZ, scale o n right) at 0801 LT 8 August 2009 
as the p rincipal rai nband designated D3 extended from over the Taiwan Strait  to the CMR.  (b) Radar 
reflectivity at 4 km at 0800 LT 8  August indicating individual convective cells along the rainbands (Wang 
et. al. 2010). 
 
4. Contributions due to typhoon location and slow translation 
  

Yeh and Chang (2009) updated a prev ious cl imatological study  of the av erage 
rainfall amounts when a typhoon existed within various 1° latitude by 1° longitude boxes 
around Taiwan.  T his new study  utilizing the 400 automated surface obs ervation s ites 
did not fundamentally  change th e distribution in various regi ons of Taiwan.  However, 
this study re-affirms that large rain accu mulations ar e to be expected in the southern 
CMR region where the disastrous lands lide occurred during Mor akot when the typhoon 
is near the northern tip of Taiwan.  However, these are average rainfall amounts, and do 
not take into account topographic irregularitie s.  Furthermore, the climatological study  
does not take into account the typhoon translation speed (or direction). 

 
 Kuo et. al. (2010) demonstrated that large variability exists in translation speed of 
typhoons near Taiwan.  They defined the translation speed of a typhoon crossing 
Taiwan as  the distance between the land fall and departure points divided by the 
crossing time. Many of the largest rainfall  events associated with tropical cyclones hav e 
occurred when this  storm translation spee d was  small. Indeed,  Typhoon Morakot had 
one of the slowest translation speeds while it was in the Taiwan Strait and this is clearly 
an important factor in the dur ation of the heavy rainfall amounts both in Taiwan and in  
mainland China region.  
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Fig. 3.  Hovmoller diagram of the radar reflectivity associated with rainband D3 in Fig. 2a a s a function of 
distance f rom the ra dar durin g 12 -23 LT Aug ust 2009, which indi cates the presence of very dee p 
convective towers while the rainband oscillates between 22.5N and 23.5N (Wang et. al. 2010). 
 
5. Gaps in understanding and forecast guidance products 
  

A number of scientific, predictability, and forecast guidance product deficienc ies 
became ev ident at the International Conference on Typhoon Morakot (2009).  These 
deficiencies will be discussed in the same order as the four c ontributions to monsoon-
influenced typhoon extreme precipitation events described in the previous sections. 

 
a. Monsoon influence 
  

Whereas it is generally accepted that typhoon prediction is a multi-scale problem 
with scales ranging from syn optic scale to the convec tive scales, the monsoon-
influenced typhoon introduces a need for observing and predicting on a still larger scale.  
One positive factor is that these typhoons occur at the dow nstream portion of the Asian 
summer monsoon, and the As ian observational network provides reasonably accurate 
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initial conditions.  Howev er, impor tant Asian summer monsoon variability on 
intraseasonal time scales is not always well predicted.  Such variability includes the 10-
15 day monsoon trough variability that in t urn affects the formation and initial structure 
of the pre-typhoon seedlings.  The variable t hat is least well obs erved and predicted is 
the moisture field, which affects the convecti ve heating distribution that then feeds back 
to the circulation changes.  The particu lar challenge for the monsoon-influenc ed 
typhoon prediction is to predict the horizontal and vertical structure of the water vapor 
flux toward the typhoon.  More accurate obs ervations of the moisture distribution and 
representation of the moist pr ocesses in the numerical w eather prediction models are 
required.  However, it is considered that the monsoon-influence contribution is the most 
predictable of the factors affecting the monsoon-inf luenced typhoon ex treme 
precipitation events. 
 
b. East-west oriented convective band 
  

The east-west oriented convective band over the Taiwan Strait and its associated 
low-level jet have an essential contribution in initiating, gr owing, and pro pagating deep 
convective cells with heavy rain  toward the CMR.  As indicated by Kuo et . al. (2010), 
analyses of past events indicat e such a mesoscale convectiv e band is a common 
feature of the ten most damaging monsoon-influenced ty phoon precipitation events in 
Taiwan.  This convective band forms in a confluence zone betw een the southwesterly 
monsoon flow and the outer cir culation of the typhoon.  Depending on t he relative 
strength of these two circulations, the conf luence zone will occur at severa l different 
latitudes over the Taiwan Strait.  Thus, the outer wind structure of  the typhoon must be 
known accurately in addition to the southwesterly monsoon flow structure. 

 
 This mes oscale region of confluenc e, deep c onvective c ell growth and 
propagation, and the dynamical processes associated with t he low-level jet, are the 
most interesting and challeng ing of the multi-scale intera ctions leading to the heavy  
precipitation and flooding in a Morakot-type scenario.  A key issue is why and how the 
mesoscale convective band remains quasi-s tationary so that deep conv ective cells  
move on shore and are focused in the sam e region of the CMR, and thus a heavy rain  
occurs for a longer period of time than if the band was moving.  The dy namical and 
thermodynamical processes leading to such intense (> 40 m s -1) lo w-level jets in  
association with the convective band are no t understood or well predicted, and yet this  
low-level jet is a major contributor to the hor izontal vapor flux across the west coast of 
Taiwan and toward the CMR. 
 
 Even if the outer wind structure and the southwesterly monsoon flow were known 
perfectly, it seems likely that the mesoscale  and convective scale processes must have 
a significant role in maintaining a quasi-stationary east-west convective band.  Thus, the 
predictability of such an event is likely to be considerably shorter than if it was only  
controlled by the typhoon circ ulation an d the monsoon flow.  In addition to a 
requirement for high horizontal resolution in  the numerical weat her prediction model,  
advances in the repr esentation of mesosca le, conv ective scale, and bou ndary lay er 
processes will be r equired to predict the initiation and evolution of the east-west 
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convective band over the Taiwan Strait that then contributes to the extreme precipitation 
events on the slopes of the CMR. 
 
c. Typhoon location and slow movement 
 
 Although dramatic progress has been m ade during the last decade in tropical 
cyclone track forecasting, special aspects of track pre diction exis t when a typhoon is  
interacting with the CMR.  As  indicated in section 4, t he modifications of t he typhoon  
outer wind structure, as well as changes in the convective heating distribution, may lead 
to track deflections from the environmental st eering.  If this environmental steering is  
relatively weak (e.g., near the subtropica l ridge line, a midlat itude trough passage 
imposing an equatorward steering component, et c.), the typhoon-topography interaction 
effect will be more significant.  In some cases,  the low-level circulation is so modified b y 
the interaction with the orograph y that it is difficult to det ermine where the center is.  
Indeed, a new low-level center may form over the Taiwan Stra it so that the movement  
appears discontinuous. 
 
 When a typhoon is approachi ng northern Taiwan, the mo vement may be slow 
because the steering flow is bei ng affected by the subtropica l anticyclone, a midlatitude 
trough, the self-propagation associated with the beta gyres, and the typhoon-
topography interaction described above.  If a slow movement is anticipated, the forecast 
errors may be quite small, but the situation may have low predictability because of these 
four influences on the st eering flow.  Depending on whic h of the four influenc es 
becomes the dominant factor, the directio n and speed of the typhoon mo tion may be 
quite different.  Few conventional observations are available to the east of Taiwan in the 
subtropical anticyclone, which may not be well predic ted due to the physic al proces s 
representations in the model.  Since lar ge typhoons may also modify the subtropical 
anticyclone and thus “break thro ugh the ridge,” the outer wind structure of the typhoon  
must be observed and forecas t.  While t he midlatitude trough in fluence on tropical 
cyclone recurvature is well understood in prin ciple, the amplitude an d translation of the 
trough must be predicted as it interacts with the typhoon circulation.  When t he typhoon 
circulation is also interacting with the CM R orography, the prediction of the location and 
movement of the typhoon near northern Taiwan is  not a well-defined forecast problem.  
Huang et. al. (2010) indicate gr eat sensitivit y to the typhoon track predict ion in their  
numerical prediction where a relatively  small northward deflection r educed the 
maximum accumulated rainfall by several hundred millimeters. 
 
d. Taiwan topography 
  
 Some early numerical model sim ulations of typhoons interacting with the Taiwan 
topography utilized highly smoot hed representations of the CM R.  The  high resolution 
radar studies of Morakot have indicated t hat the detailed topogr aphical features of 
ridges and valleys in the footh ills and cany ons in the CMR affe ct the rain distribution .  
For example, Yu and Cheng (2010) documented that the loca l terrain features in t he 
foothills must be considered to exp lain the pr ecipitation maximum near the valley e xit.  
They also emphasized that t he low-level jet associated with the convergence zone can 
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lead to flash flooding in the CMR canyons w hen t he orientat ion is “optimum.”  This 
sensitivity to the detaile d features of the Taiwan topography suggest a limited 
predictability of the rainfall at specific sites in the CMR. 
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The mechanism analysis of cloud and moisture sources/sinks 

in the formation of torrential rainfall 
Jinhai HE1, Shouting GAO2, and Luan XU3 

Key Laboratory of Meteorological Disaster of Ministry of Education, Nanjing University 
of Information Science &Technology1, Laboratory of Cloud-Precipitation Physics and 

Severe Storms, Institute of Atmospheric Physics, Chinese Academy of Sciences2, 
Department of Atmospheric Sciences, Nanjing University of Information Science 

&Technology3  
 

Moisture and cloud s ources/sinks are the two main aspects that contribute to 
torrential rainfalls. While moistu re process is most import ant associated with 
precipitation, cloud sources/sinks s hould not be neglected. During rainfall,  
there are intense convective activities in the clouds. Convergence in the lower 
layer forces the ascending motion, and divergence occurs on top of clouds. 
This outward divergent flow can generate downdraf ts all around. The 
downdrafts encounter the warm moist air at the bottom of the clouds, unstable 
stratification forms, then triggers new conv ections. All the convective cloud s 
may join together , resulting in more in tense rainfall.  Thus, more attention 
should be paid on cloud process. 
 
In this study, surface rain rate formul ation with cloud sources/sinks is applied.  
By use of the dat a based on Jap an re gional spectral model, the cloud 
sources/sinks are analyzed in rainfall ev ents during Meiyu period. This term 
can modify the surface rain rate calculated based on the moisture sink, 
especially when during the light rainfa ll event s. The inc lusion of clo ud 
sources/sinks favors quantit ative calculat ion of the surface rain rate, and this 
formulation has considerable potential in the quantit ative precipit ation 
estimation. 
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The Indian summer monsoon: precipitation - soil moisture 

feedback/recycling 
 

Shakeel Asharaf¹, Andreas Dobler¹, and Bodo Ahrens¹ 
Institute of Atmospheric and Environmental Sciences, Goethe-University Frankfurt am Main, Germany¹  

                                                         Asharaf@iau.uni-frankfurt.de 

 

1 Introduction 

 

The importance of land surface processes arises because of the large energy and water exchange 

between the continental surface and the overlying atmosphere (Zhang et al., 2004). It involves how 

radiation energy (short wave and long wave) arriving at the land surface is partitioned into latent and 

sensible heat fluxes, and how water reaching the land surface becomes soil water storage, runoff, 

drainage, and how much water is recycled into the atmosphere. The exchange of radiation, sensible 

heat, latent heat, and momentum has direct impact on wind vector, precipitation, and surface soil 

(Sellers, 1991).  All aforesaid components are intimately linked to each other, such that changes in one 

may involve compensatory changes throughout the entire climate system. These changes may amplify 

the initial disturbance (anomaly) or damp it. Disturbance amplifying interactions are termed a positive 

feedback mechanism, and the ones vice-versa are called negative feedback processes. 

 The present work focuses on the investigation of the soil moisture precipitation (S-P) feedback 

and recycling process (contribution of locally evapotranspirated water to precipitation) over the Indian 

region, using the state of the art model COSMOCLM.  The importance of soil-moisture-climate 

relationship and impacts of land-surface processes to overlying atmosphere with details are as follows. 

Section 2 presents the model setup, experimental design, and a description of methods and assumptions 

are given in Sec. 3. The results and discussion are addressed in Sec. 4 and followed by conclusions 

(Sec. 5).    
 

2 Model and experimental design 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1: Simulation and analysis (N, W, CE, and E) domains 
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The simulations were performed with the non-hydrostatic limited-area climate model COSMO-CLM 

(Steppeler et al. 2003; Dobler and Ahrens, 2008). As model input, the initial and lateral boundary 

conditions were taken from the ERA-Interim reanalysis. In the present study, the horizontal resolution 

was set to 0.25° with 32 vertical layers. The simulation domain encompassed the entire Indian region 

(Fig. 1). More details about the model are given at the community website (www.clm-community.eu).  

 In order to assess the influence of soil moisture, we have performed several simulations: a 

reference simulation (CTL) for the period 1989-2008 and perturbed simulations. These latter 

simulations are initialized each year at 2
nd

 April with CTL, but with perturbed soil moisture. For each 

year there are DRY runs with an initialized soil 50% drier and WET runs 50% wetter relative to CTL 

(with perturbations limited by plant wilting point and field capacity). This setup is motivated by Schär 

et al. (1999) and Pielke Sr. et al. (1999).     

 

3 Theory 

 

Here the S-P feedback/recycling analysis were based by Schär et al (1999), in which they formulated 

two bulk characteristics: the recycling ratio ß and the precipitation efficiency χ . The recycling model 

makes four basic assumptions: (1) atmospheric flow across the region is approximately unidirectional; 

(2) water vapor transported across the boundary or evapotranspirated within the region is well mixed; 

(3) vertical fluxes precipitation P and evapotranspiration ET have minimal spatial variability; and (4) at 

long time scales within the investigation period, the changes in atmospheric moisture storage over the 

region are neglectable. 

  With the flux integral approach, we can calculate the incoming (IN) and outgoing (OUT) flux 

across any arbitrary boundary line. Also, the three-dimensional problem can be reduced to a two-

dimensional problem through vertical integration of the vapor flux. The recycling ratio is given by  ß = 

ET/(ET+IN) and the precipitation efficiency can be defined as χ = P/(ET+IN). 

 The precipitation changes in the sensitivity experiment (WET and DRY) are estimated by the 

following equation (see Schär et al 1999): 

      

( ) ( )IN+ET∆χ+∆IN+∆ETχ=∆P '                                                          (1) 

 

Where 'χ  is the efficiency in the perturbed simulation and the ∆ -terms indicate differences between 

the perturbed and the control simulations. The first term on the right hand side of the eq. (1) reflects the 

precipitation change through direct (recycling) processes and the second term depicts the indirect 

(feedback) contribution. The results for the different analysis domains (Fig. 1) were made comparable 

by normalization following Zangvil et al. (2010). 

 

4 Results 

  

Figure 2 depicts inter-annual variation of the recycling ratio β  and precipitation efficiency χ  of CTL 

and the soil moisture sensitivity simulations for the analysis domain E and W.  The precipitation 

recycling ratios are generally in the range of 0.1 to 0.25 with larger values for the northern region (N, 

the Himalayan region with high precipitation values, but relatively small influx). The recycling strength 

increases with larger evapotranspiration and precipitation, and smaller moisture influx.  

 The bulk characteristics χ  is of moderate sensitivity to soil moisture initialization (Fig. 2) in 

most of the years with small positive feedback (except for in region W, see Tab. 1). However, some 

years (1992 in E, 1993 in W, 1995 in N) experience a negative feedback to soil moisture initialization 

perturbation. This result is opposite to the results in Schär et al. (1999), where  χ  always increased  
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with increase in initial soil moisture.              

 The sensitivity of monsoonal precipitation to changes in initial soil moisture is well drawn in 

Fig. 3. Often wet soils enhance precipitation. This follows the positive feedback concept. But, negative 

feedback is also present in all domains. In this case drier soil moisture condition lead to higher sensible 

heat flux and deepening of the boundary layer height, which may yield rainfall (Collini et al., 2008), 

whereas moist conditions stabilize the atmosphere, inhibiting vertical movement of air parcels and as a 

result decreases rainfall (Cook et al., 2006). 

 The inter-annual variability of the bulk characteristics recycling ratio and precipitation 

efficiency (Fig. 2, Tab. 1) are very difficult to interpret in their nature.  Is the leading impact through 

recycling or feedback? Is the impact on precipitation locally driven (direct: through evapotranspiration 

over the same region) or remotely (indirect: through advection of water vapor) yet locally modified, 

driven from the outside advected atmospheric transport of water vapor (indirect). For this region, Fig. 3 

shows the contribution to precipitation change through the direct and indirect terms in eq. (1). The 

indirect processes dominate most of the years in the western domain W, but the direct recycling 

processes dominate in the eastern domain E. 

 A small change in precipitation efficiency can have significant influence. For example, in the 

year 1998 for the WET case in the analysis domain E the efficiency changes by 0.06 yielding to 

enhance precipitation by more than 30 mm/month through indirect/feedback processes. Moreover, 

negative values for the indirect and direct terms reflect change in precipitation contrary to the change in 

initial soil moisture. In the DRY case the negative feedback even dominates in the western domain W. 

 

5 Conclusions 

 

In this paper, precipitation recycling and feedback process were investigated through perturbation 

simulations with the COSMO-CLM over India. The results suggest that soil moisture has significant 

impact on the precipitation formation. Furthermore, the moisture budget has been examined for 

Figure 2: Recycling ratio and precipitation efficiency in the analysis domains W 

and E 
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different sub-regions to interpret the leading factor as precipitation originating from local 

evapotranspiration (direct process) or advected from external sources (indirect).  As a first result, the 

Indian summer monsoon contains both processes, where the dominant one varies spatially and 

temporally as well. In general, recycling ratio increases with increasing soil moistures. For example, in 

the eastern analysis domain, the main reason for increasing recycling ratio with soil moisture is 

evaporation. But, in the northern and western parts of the Indian region, the high recycling rates are 

likely due to a combination of low moisture influx and moderately high evaporation rate. Additionally, 

low moisture influx with increasing soil moisture is related to a negative feedback processes in these 

regions.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Region                  χ                    β  
IN (mm/month)      PWET-CTL 

(mm/month) 

     PDRY-CTL 

(mm/month) 

WET CTL DRY WET CTL DRY WET CTL DRY Direct Indirect Direct Indirect 

E 0.48 0.48 0.48 0.13 0.12 0.12 465.7 457.2 448.4 7.05 2.14 -5.8 0.58 

W 0.2 0.16 0.15 0.13 0.09 0.08 200 213.5 220.7 -0.67 7.23 0.95 -3.4 

N 0.51 0.48 0.48 0.29 0.22 0.2 148.7 160.8 161.5 1.09 6.7 -1.42 1.86 

CE 0.29 0.28 0.28 0.1 0.09 0.09 490.2 490.2 485 1.19 4.14 -1.85 -0.7 

Figure 3: Changes in monsoonal rainfall for WET-CTL (left) and DRY-CTL 

(right) in the analysis domains E and W 

Table 1: Mean values of recycling ratio and precipitation efficiency, moisture influx, 

and changes in precipitation  
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An Idealized Numerical Study on the Effects of Meiyu Front upon 

the Initiation and Development of MCSs Producing Rainstorms 
ZHAO Yuchun 

Institute of Heavy Rain, Wuhan, CMA 
zhaoych@cma.gov.cn 

Aimed at the fact th at the  me soscale convective systems (MCSs) usually 
develop on the Meiyu front, lasting a long time and producing rainstorms along 
the valleys of Yangtze river, a series of  three-dimensional idealized numerical 
experiments are carried out to investigat e the ef fect of moisture dif ference 
between the two sides of Me iyu front, the impacts of basic flow, wind vertic al 
shear upon the MCSs’ development along the Meiyu front, and the convection 
organization by the Meiyu front. 
The mass imbalanc e resultin g from the Meiyu front can generate 
small-amplitude gravity waves, which may organize upward motions in t he 
low-level and trigger convection when coupled with diabatic heating, leading to 
a convective rain-band forming along the Meiyu front. The scale of the 
convective systems i s usually 20~60km. The convection rain band moves  
southward after its formation. 
The Meiyu front plays a role in the convection organization. The convective 
perturbations near the Meiyu front may develop into MCSs with a scale of 
100~200km. When convective perturbati on ef fected by low-level northerly 
winds organized by Meiyu front, a convergence band forms in its low level and 
its flow structure tilts in  the vertical direc tion, which is beneficial to the 
maintenance and development of MCSs. 
The basic flow’ s advection impacts t he Meiyu front’ s movement, which can 
offset the southward movement of Me iyu frontal convection rain-band. The 
moisture and energy transportati on by it is  very important in the initiation and 
development of MCSs. The wind vertical  shear resulting from wind direction 
variations is beneficial to convection initiation and MCSs’  organization alo ng 
the Meiyu front and impacts the moving di rection of convective systems, while 
that from wind velocity variations seems to be not favorable for the convection 
initiation on the Meiyu front and the long-time maintenance of MCSs. 
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Regional climate projections of trends and variability in the 
Indian summer monsoon 

 
 
Andreas DOBLER, Bodo AHRENS  
Biodiversity and Climate Research Centre & IAU, Goethe-University Frankfurt am Main, 
Germany dobler@iau.uni-frankfurt.de  
 
 
The Indian summer monsoon (ISM) influences daily lives and economies in many countries in 
the South Asian region, and a wide range of indices have been defined to measure and predict the 
strength of the ISM. The most obvious impact is on rainfall in the monsoon season (June to 
September), which accounts for about 75% of the annual precipitation in India. Thus, the all-
India monsoon rainfall (AIMR) index has been defined as the total rainfall amount from June to 
September averaged over whole India. Although the observed interannual standard deviation in 
the AIMR is only about 10% of the long-term mean, the extremes lead to floods and droughts. 
Other indices for the ISM are based on the vertical shear over certain pressure levels of zonal or 
meridional winds or on the use of outgoing longwave radiation as a measure of convection. Also, 
there is a well documented relationship between the nino3.4 index and the ISM. However, the 
question which index best estimates the ISM strength remains controversial. This study gives an 
overview on projections of different ISM indices by the regional climate model COSMO-CLM 
and its driving GCM ECHAM5 for the time period 1960-2100.  To generate a small ensemble of 
possible future developments, the scenarios A1B, B1, A2, and the commitment scenario have 
been used. Trends and temporal variabilities of the indices are investigated as well as the 
pairwise correlations between the indices over different time spans. 
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The Effect of ENSO on the Summer Monsoon Rainfall in Macao 

 

Soi Kun FONG, Sau Wa CHANG, and I Hang LIU 

The Macao Meteorological and Geophysical Bureau 

 

Abstract 

 

    The characteristic of rainfall in Macao has a two dominant peak in annual, 

the primary rainfall peak during the first flood period of May-June and the 

secondary peak during the typhoon season of July-September. Numerous 

studies have been revealed it have a relation between El Nino-Southern 

Oscillation (ENSO) phenomenon and the rainfall in different area. 

 

    The main purpose of this study is to review the characteristics of the 

summer monsoon and the associated rainfall in Macao during different ENSO 

conditions from 1952 to 2009. The synoptic scale patterns associated with El 

Niño and La Niña summer will also be studied.  
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Observations of Precipitation Processes at the Vancouver 2010 

Winter Olympic Games 
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Chris Doyle1, Ismail Gultepe1,  Edwin Campos1, Ron Stewart2 and Teresa Fisico2 
 

1Environment Canada, 2University of Manitoba 
Email: paul.joe@ec.gc.ca 

 
Introduction 
 
The Vancouver 2010 Winter Olympic Games were conducted in February and March 
2010.  The  Nowcasting Working Group (NWG) of the World Weather Research 
Program (WWRP) of the World Meteorological Organization (WMO) promoted the 
Science of Nowcasting of Olympic Weather (SNOW-V10) Research Development 
Project (RDP).  The main goal of SNOW-V10 was to accelerate the development of 
winter nowcasting in complex terrain.  Nowcasting weather elements included 
precipitation type, intensity, wind, visibility and low cloud which are all critical to support 
the forecasting/nowcasting for safety and security of the public, athletes and organizers 
but also for fair conditions for the competitions.  There is both an operational and 
research component to the forecasting and to monitoring network (Joe et al, 2010).  The 
focus of this paper is the precipitation processes revealed by remote sensing 
observations.  In-situ and model observation are or will be discussed elsewhere. 
 
The Domain and the Observation Network 
 
There are five distinct areas of interest (see Fig. 1).  The Vancouver urban area has 
many indoor venues and is therefore of minor concern.  Cypress Mountain is on the 
North Shore of the Fraser Valley and site of many of the freestyle events.  It is on the 
edge of the ocean (actually Georgia Strait) and the terrain rises sharply creating strong 
weather gradients.  The Creekside of Whistler Mountain is the location of the Alpine 
events.  It is about 100km from the ocean and is of prime concern.  The sliding events 
are conducted on the west side of Blackcomb Mountain.  The fifth site is the Callaghan 
Valley which is the site of the Nordic events.  Each site has its own micro-climate, its 

own forecast and nowcast issues.   
 
Figure 1: Location of the main forecast areas 
for the Vancouver Olympic Games.  From top 
to bottom and left to right, they are the 
Callaghan Valley (Nordic), Blackcomb (Sliding 
Centre), Whistler (Creekside), Cypress 
Mountain (Freestyle), Vancouver (Indoor 
Venues). 
  
 
Fig. 2  shows in visual detail the research 
instruments deployed to support the 
SNOW-V10 project which focuses on 
research in precipitation, wind and 

-79-

makowski
Typewritten Text
B1-1



visibility/low cloud.  There is another separate surface bases observation network 
deployed to support operational forecasting.   It is not described here.  Output from both 
observation networks were available to all. 
 

 
Figure 2: Location and instrumentation list for 
the Science of Nowcasting of Olympic 
Weather (SNOW-V10) research component of 
the project. 
 
 
Of particular importance to this 
discussion, a C Band Doppler radar was 
located in the valley (about 557m ASL) at 
the confluence of three key valleys (Fig. 
3).  The mountain peaks (about 2000m) 
are very near (Fig. 4) and a 12o elevation 
scan is required to scan above the 
mountains.  This a unique setup and is 
designed to meet the low level scanning 

nowcasting and science requirements of nearby venues.  Surveillance scanning is 
provided by the normal operating radars.  Observations from a vertically pointing 24 GHz 
radars, (MRR) located at the base of Cypress Mountain will also be presented. 
 
Survey of Precipitation Processes 
 
In this section, a preliminary surveys of the precipitation processes are illustrated 
primarily via radar examples.  The winter of 2010 was an el nino year and the 
temperatures were much warmer than normal. 
 
Melting: Freezing levels were above the surface and below mountain top.  Fig. 3 shows 
a plane position indicator (PPI) image of the 12o elevation angle data.  The transition 
from snow to rain was a critical and common forecast issue since this affected athletic 
performance and athlete safety.  Identification of the bright band was one technique 
used by the forecasters to identify the melting process and level.  Precision of about 100 
m was required. 

 
 
Figure 3: A 12o PPI of reflectivity.  The purple 
(40 dBZ) ring indicates the bright band which is 
interpreted as the freezing/melting level 
 
Virga: Winter precipitation processes are 
efficient and sensitive to environmental 
conditions. Evaporation/sublimation at low 
or mid levels resulted in a lack of 
precipitation.  In the example provided 
(Fig. 4), the echo at the outer edge of the 
outer ring represents the height of the 
origin of the precipitation since this is 
radar data collected at a constant 
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elevation angle. It grows and then evaporates creating the inner edge of the outer ring.   
The gap represents a precipitation free layer.  The precipitation then begins again below 
mountain top and evolves all the way to the valley height (origin or radar location).  This 
also indicates layering (strata of air of different characteristics) which is very evident in 
winter.  The radial velocity image showing different air flow directions also indicates that 
there is a separation of the air mass above mountain top and in the valley. So that there 
is a discontinuity in the air masses that impact precipitation formation.  If the air is 
unstable, evaporation and mixing processes below the virga was used to forecast gusty 
winds. 
 

 
Figure 4: Radial velocity (left) and reflectivity PPI of virga (outside ring of echo) with precipitation 
development below. 
  
Blocked Flow: An example of a radial velocity and reflectivity Range Height Indicator 
(RHI) displays are shown indicating a blocked flow or flow reversal (Moist Froude 
Number < 1).  The orographic precipitation occurs on the slope and not the crest of the 
mountains. A surveillance radar located on the mountain top would not see such an 
important feature for precipitation nowcasting in complex terrain. 
 

 
Figure 5: RHI of radial velocity and reflectivity showing downslope winds indicating a blocked 
flow situation which results in precipitation on the slope of the mountain. 
 
Unblocked Flow: An example of a unblocked flow (Moist Froude Number > 1) where the 
precipitation is on the crest of the mountain.  These vertical sections are not normally 
used in forecasting, particularly the radial velocity RHI’s,  but for the Olympics they were 
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used extensively and were intuitive to the forecaster and they conceptualized weather in 
the vertical. 
 

 
Figure 6:  In this unblocked flow situation, the radial velocity image shows away velocities from 
the radar which results in heavy precipitation on the crest of the mountain. 
 
Hybrid Flow: There is a continuum of flow regimes.  In the following example, a “deep” 
downslope situation is shown where the precipitation is both on the slope, on the crest 
and to the lee of the mountains.  The downslope flow has extended above the mountain 
top and precipitation occurs on the crest as well as on the slope. 
 

 
Figure 7: A deep downslope situation where the downslope winds extend above the mountain 
top and the precipitation is both on the crest and on the slope. 
 
Inflow and Outflow winds: Inflow/outflow are valley scale flows (from coast to Squamish) 
and generally indicate moist/dry and warm/cold conditions from the coast to the interior 
and vice versa.  Warm moist inflows are key factors in the forecasting of low cloud 
advection or very localized cloud formation on the wind ward (south) side of Whistler 
mountain.  This cloud has often been the cause of downhill races being postponed or 
cancelled, in the past (Fig. 8a). 
 
The height of the outflows were also used to forecast the advection of terrain locked 
cloud and precipitation at Cypress mountain (Fig. 8b). 
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Figure 8: Outflow (above) and inflow (below) along Howe Sound. The RHI’s are created from 
Squamish (left) to Whistler (right).  The radial velocity images show how the atmosphere is 
layered.  The outflow winds are evident by the red away velocities in 8(a, left) but are more subtle 
in the inflow situation (8b, left) where there are strong winds aloft. 
 
Snow and Riming Processes:  A vertically pointing radar was deployed at the base of 
Cypress Mountain.  Fig. 9 shows two vertical profiles of Doppler spectra.  The image 
indicate the intensity of the reflecitivity at different velocities (abscissa) and different 
heights (ordinate).  Snow is identified as reflectivities falling around 1-2 m/s, whereas 
rain is identified as reflectivities falling around 5-8 m/s).  On the left, snow is melting into 
rain.  On the right, snow is riming, becoming more dense and falling faster and then 
melting into rain.  It appears that evaporation is also occurring since the intensities are 
decreasing in intensity with height and the fall velocities are not as large as in the figure 
on the left.  The noisy background is the system noise. 
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Figure 9: Vertically pointing Doppler spectra from a Micro Rain Radar (MRR).  See text for 
explanation. 
 
Precipitation Forecasting 
 
A 1km with a double moment scheme with 6 categories (snow, graupel, ice crystal, rain, 
drizzle, freezing rain, ice pellets) was used for forecasting (Mailhot et al, 2010).  The 1km 
model was initiated through a nesting with lower resolution models (2.5 and 15 km) and 
was often able to capture the details of the precipitation.  It is still being evaluated.  
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Figure 10: Model forecasts of various precipitation types presented as meteograms.  On the left, 
verification observations are provided by a forecaster on-site and on the right, the high resolution 
SNOW-V10 instrumentation provided the observations, some of which do not agree with each 
other. 
 
In-situ Observations 
 
Fig. 10 (right) show some of the observations made with automated precipitation 
intensity and type instruments.  Using different sensing technologies, there are 
differences in the measurements and this is an active area of investigation.  Fig. 11 
shows measurements by in-situ snow micro-photographers overlaid on a vertical profile 
of liquid water produced by a microwave profiling radiometer.  The sequence of photos 
show a sequence of snow crystals, some of which are more rimed than others over the 
period of observation which appear to be consistent with the liquid water observations.  
These latter observations are still in the process of development.  This figure shows the 
complexity of the environment and the impact on the precipitation processes. 
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Figure 11: Micro snow photographs taken at ~1800 m level overlaid on liquid water content 
vertical profiles from a microwave profiling radiometer.  These latter measurements need to be 
confirmed. 
 
 
 
 
Summary 
 
A research component was developed to take advantage of the operational monitoring 
network that was being established to support the forecasting for the Vancouver 2010 
Winter Olympic Games.  Only the precipitation component to study processes in 
complex terrain is described here.   
 
Winter precipitation processes are already complicated since particle shapes, density, 
riming and aggregation must be considered.  The complex terrain and associated flows 
and thermodynamic structures (not discussed here) add another level of detail.   Since 
the analysis is still underway, a preliminary survey of the observations of precipitation 
processes mainly revealed by remote sensing, were presented.  This included melting, 
evaporation, precipitation initiation, blocked and unblocked flows, inflows and outflows, 
riming and aggregation.    
 
A double moment precipitation scheme was developed for the Olympics and the 
impression is that it showed excellent results though the analysis is ongoing.  High 
resolution temporal measurements (1 minute data) using state of the art automated 
sensors were also made and indicate highly variable meteorological phenomena.  The 
analysis of these measurements are also ongoing.   
 
In summary, the SNOW-V10 project has already produced many qualitative insights and 
understanding into precipitation processes in complex terrain and it is expected that 
detailed analyses of the observations and model outputs will greatly advanced our 
quantitative knowledge. 
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1. INTRODUCTION 
 
Over the past decade, systematic efforts have been made at the NOAA Climate Prediction Center (CPC) to 

construct high quality, high-resolution global precipitation analyses through integrating information from multi-

sensor, multi-platform satellite observations.  Called CPC Morphing technique (CMORPH, Joyce et al. 2004 [1]), 

an innovative algorithm was developed that combines estimates of instantaneous precipitation rates derived from 

passive microwave (PMW) observations of all available LEO satellites through propagating and morphing them 

via the cloud advection vectors derived from consecutive infrared (IR) images from geostationary platforms. The 

CMORPH satellite precipitation analysis has been produced on an 8kmx8km resolution over the globe (60oS-

60oN) for an 11-year period from November 1998 to the present [2]. Intercomparison and validation studies 

illustrated excellent performance of the CMORPH estimates in capturing precipitation variations of various time / 

space scales [3].  

 

The second generation CMORPH is under development to further improve the performance through a) adopting 

the Kalman Filter (KF) technique for refined accuracy and enhanced flexibility in incorporating additional inputs, 

and b) adjusting the all-satellite combined estimates against gauge observations to remove biases. The objective of 

this paper is to report the progress of the development of this new blending technique.  

 

2. THE KALMAN FILTER BASED CMORPH 
 

Under the Kalman Filter framework, precipitation analysis defined at step (k+1) Zk+1 is computed from the 

analysis at the previous step (Zk) and the additional observations (Ok) through the following equation: 

)(1 kkkkk ZOKZZ −⋅+=+ 

where Kk is the Kalman gain defined from error for the previous analysis (σk) and the observations (σo): 
)/( 222

okkkK σσσ += 

In our application, PMW estimates from multiple LEO platforms are first propagated backward and forward to 
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produce the ‘predicted’ analysis at the target analysis time.  The prediction is then refined by incorporating 

information from IR-based estimates at the target time to form the final analysis.   

 

The PMW precipitation estimates used in this study include those from TRMM/TMI, AQUA/AMSR-E, SSM/I 

aboard DMSP satellites and NOAA/AMSU-B.  The IR-based estimates used here are from the IRFREQ 

developed at CPC through PDF matching of the IR cloud top temperatures against that of the collocated PMW 

estimates and are available globally at 30-min intervals. 

 

Key to the development of the KF CMORPH is the definition of error structure for the propagated PMW and IR-

based estimates as a function of instrument type, propagation time, location, and season. A preliminary test is first 

performed to define the error (expressed as correlation) through comparing the IR-based precipitation estimates 

and the PMW estimates propagated through various length of time against the Stage-II radar observations over 

CONUS for summer 2007.  

 

Figure 1:  

Correlation for the IR-based and PMW propagated precipitation 

estimates as a function of instrument type and propagation time 

computed by comparisons with Stage-II radar data over CONUS 

for JJAS 2007. Positive and negative propagation times indicate 

forward and backward propagation, respectively. 

 

 

Correlation for the PMW estimates degrades shapely as they are propagated from their observation time (figure 

1). The magnitude and the degradation rate of the correlation, however, differ for different instruments, indicating 

the importance of defining the error separately for estimates from different platforms. The IR-based precipitation 

estimates outperform the PMW estimates when the propagation time is longer than 90 minutes or so, suggesting 

potential improvements in the final analysis through the inclusion of IR estimates to fill in PMW observation 

gaps.  

 

Using these error statistics, a conceptual model for KF-CMORPH is developed to construct high-resolution 

precipitation estimates over CONUS.  The precipitation analysis produced by the KF-CMORPH is re-calibrated 

through PDF matching against the original PMW and IRFREQ precipitation estimates to reduce the damping in 

high precipitation intensity caused by linear processing of the Kalman Filter. The final analysis is compared 
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against the radar observations to examine their quantitative accuracy. Precipitation estimates generated by the KF-

CMORPH present consistently improved accuracy compared to those from the original CMORPH (figure 2).  

 

Figure 2:  

Time series of correlation between radar-estimated 

precipitation and satellite precipitation estimates derived 

from a) IR observations (blue); b) the original CMORPH 

(black); and c) the prototype Kalman Filter (KF) 

CMORPH over CONUS (red).  

 

This conceptual model is further modified and implemented for constructing the precipitation estimates over the 

global domain from 60oS to 60oN.  Error statistics for PMW and IR-based precipitation estimates are defined for 

individual instruments as a function of region and season through comparisons with the concurrent estimates from 

the TRMM/TMI. Evolution of estimation error over the propagation period presents strong regional variations, 

indicating differences in the time scales of the target precipitation systems. 

 

The prototype Kalman Filter based CMORPH is applied to generate high-resolution precipitation analysis for a 6-

month period from April – September, 2009 for further tests and examinations.  

 
 

3. REMOVING BIAS IN SATELLITE ESTIMATES 
 
As shown in many validation studies, CMORPH and all other satellite-based precipitation estimates contain 

regionally dependent and seasonably changing biases. One way to remove the bias is to combine information 

from gauge observations.  To this end, we have developed a prototype algorithm to remove the CMORPH bias 

through matching the probability density function (PDF) of the daily CMORPH with that of a daily gauge 

analysis produced routinely at NOAA/CPC [4].  

 

Figure 3: 

Time series of correlation between the daily gauge-based 

analysis of precipitation and the daily estimates from a) 

the CMORPH (black), and b) the bias-corrected 

CMORPH over the global land. 

This bias correction is performed for each 0.25olat/lon grid 

box over the global land and updated daily on a real-time 
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basis. First, co-located daily CMORPH and gauge analysis data are collected over grid boxes with at least one 

gauge over a spatial domain centering at the target grid box and a 30-day time period ending at the target date. 

The PDF for the CMORPH is then created and matched against that of the gauge analysis to correct the biases. To 

examine the effects of this procedure, the bias corrected CMORPH estimates are compared against gauge analyses 

over the entire global land. As shown in figure 3, seasonally changing biases in the original CMORPH are 

removed substantially after the correction, and the correlation for the bias-corrected CMORPH is improved by 

~0.05 upon that for the original CMORPH.  

 
4. SUMMARY AND FUTUREWORK 

 
A prototype algorithm has been developed for the second generation CMORPH. First, the Kalman Filter 

technique is adopted to integrate the PMW and IR precipitation estimates using error statistics computed as a 

function of instrument type, propagation type, location and season. The blended satellite precipitation estimates 

are then adjusted against a gauge-based analysis through PDF matching to remove the bias. The prototype 

algorithm is applied to produce 30-min precipitation analysis on an 8kmx8km resolution over the globe for a six 

months period from April – September 2009. The results showed substantial improvements of the new analysis 

compared to the previous version. Further work is underway to fine tune the error statistics, include information 

from additional sources (e.g. radar observations and model simulations), and to extend the domain to the entire 

global domain from pole to pole. Detailed results will be reported at the conference.  
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1. Introduction 

Satellite precipitation estimates are widely used to measure global rainfall on monthly, daily, and 

hourly timescales for studies. Near real-time satellite precipitation estimates are becoming increasingly 

available to the wider community. These precipitation estimates are potentially very useful for 

applications such as numerical weather prediction (NWP) data assimilation, now casting and flash 

flood warning, tropical rainfall potential, and water resources monitoring, etc. As with any 

observational data, it is important to understand their accuracy and limitations. This is done by 

verifying the satellite precipitation estimates against independent data from rain gauges. The terms 

evaluate and verify are used here to mean “to determine or test the truth or accuracy of the QPE 

(Quantitative Precipitation Estimation) product” (John E.1999) 

 

High resolution rainfall distribution map can be derived from satellite observation, and rain gauges 

data can give us accurate rainfall measurements at a fixed location .Combined them together, the 

merging of satellite precipitation estimates and rain gauge measurement is to “calibrate” satellite 

precipitation estimation with ground observation, so that a more accurate rainfall field can be drawn. 

In this paper, we use a intellective objective analysis scheme which is brought forward by LU 

nai-meng (2004) to accomplish the merging or called “fusing”. 

 

In this study, the satellite precipitation estimation data we used to fusing is from the National Satellite 

Meteorological Center (NSMC) which resolution is 0.1 degree.  The rain gauge data is from the 

National Meteorological Information Center (NMIC). Based on the hourly and daily rain gauge 

precipitation observations of over 30000 rain gauges and the satellite precipitation estimation products, 

a real-time merging system to get the QPE product is established. At last we have done a series of 

evaluate and verify job to test the accuracy of the QPE products. 

2. Data and method description  

2.1 Data description 

There are mainly two kinds of original data sources. The satellite precipitation estimation data we 
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used in this paper were obtained from the  “FY-2E” weather satellite provided by the National 

Satellite Meteorological Center (NSMC) which horizontal resolution of 0.1 by 0.1 degree.  The  

station rainfall observation we used in this study is obtained from the National Meteorological 

Information Center (NMIC) as shown in the Fig1.a.  

 

  

Fig.1.Illustration of automatic weather 

stations location 

Fig.1.b Distribution of hydrological observation 

stations  

 

The evaluation precipitation data we used is the observed precipitation in the hydrological stations. 

The location of the hydrological stations was given in Fig2.b, which is obtained from the sharing data 

system between the China Meteorological Administration (CMA) and the Bureau of Hydrology, the 

Ministry of Water Resources of P.R.China (Bureau of Hydrology, MWR). 

2.2 “Fusing” technique description (combine satellite result with rain gauge 

data) 

The satellite precipitation estimation product we used is based on the “split window channel 

technique” by NSMC. As well known, there are many kinds of typical algorithms of satellite 

precipitation estimation in the world , for example ,Barrett Method, Arkin Method, Life History 

Method, Stout Method, Griffith Method, Scofield Method, etc (Arnold Gruber,2000). But what we 

concerned technique is how to combine or “fusing” the satellite precipitation estimation product and 

the rain gauges data together. In this paper, we use a intellective objective analysis scheme which is 

brought forward by LU mai-meng (2004) to accomplish the fusing, which method is not only 

considered distance between the grid and rain gauges, but also consider the orientation of the rain 

gauges. 

 

The R  represents precipitation , superscibe O  to refers to observation,a refers to analysis and s 

refers to satellite estimate,the suffix i  is for the ith grid-point and k is the thk  raingauge 

location .the kp  is weights and n  is the tatal number of raingauges.The jWθ  is a distance 

factor ,Wr  is a function of distance ,the Π  is the orientation factor ,in which 
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Where θW  is a function of orientation. r  is the distance between station j  and grid point i , D  

is the average station distance  jθ  is the angle from the connection line between station j and grid 

i  to the connection line between grid i and station k . 

2.3 The test scheme description  

In this study, the period from 20
th

 May, 2010 to 10
th
 Sep, 2010 in China were tested. First of all, the 

Satellite precipitation estimates data were downloaded, decoded, at the same time, the rain gauges 

precipitation data obtained, then the 2 steps was done: ①: Quality control.  By a simple quality control method, we eliminated the irrationality rain 

gauges, then a relative immobile station list got. ② : Data supplement.  Based on the step①  and the daily and hourly rain gauges 

precipitation ,we supply the “zero” to the record in the station list in the step① .That means if the rain 

gauge doesn’t observed precipitation, we considered the precipitation in the rain gauge is “zero”. 

 

In the fusing arithmetic, we selected 0.6° as the adjusting radius, which is the best adjusting radius 

after we have done a series of test from 0.1° to 2°( table ignoring).At last we have done a series of 

evaluation test by using the hydrological stations to examining the performance of  the QPE products. 

3. Evaluation of the QPE products 

3.1 Evaluation methodology description 

 

Evaluation was made with the threat score (TS), false alarm rate and missing alarm rate between the 

observations and the QPE products, and with the brier score to evaluate the performance. The 

precipitation was divided into four categories with the consistency of operational forecasts at the 

National Meteorological Center (NMC) of CMA as no rain, little rain, moderate rain and heavy rain 
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with thresholds of 0.1mm (including), 9.9mm (including), 24.9mm (including) and 49.9mm 

(including), respectively. (Zhao et al 2010). 

 

3.2 A case study and the Evaluation results  

   

Fig.2. A case of quantitative precipitation estimation(QPE) in the 6
th
, Jun,2010 

(a. Observational precipitation in the rain gauges(from (NMIC); 

b.The satellite precipitation estimates product (from NSMC); 

c. The quantitative precipitation estimation(QPE) product by fusing the satellite precipitation 

estimates and the rain gauges precipitation.(unit:mm) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 The improved performance between before fusing and after fusing 

 

We find that the satellite precipitation estimates product would highly estimate the magnitude of 

precipitation in some area where the regional automatic weather stations is sparse, such as in Xinjiang 

province, Qinghai province and Inner Mongolia, etc, in 9
th
 Jun, 2010 (Fig.2). 

 

During the period of 20
th
 May to 10

th
 Sep. 2010, the threat score shows that precipitation accuracy was 
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improved in all 8 regions and the whole china, the heavier the rainfall intensity, the more significant 

the improvement with the percentage between 20% and 60%. Meanwhile, bias score reveals decrease 

in all 9 regions; False alarm rate indicates obvious decrease for all 9 regions with a rate of 5% to 10%, 

for some region it is high up to 30%. Meanwhile, evident improvement was displayed by the missing 

alarm rate, especially for the shower and little rain, with a percentage of 30% for some regions (Fig.3). 

4. Results and discussion 

 

In this study, we find that the test results show that the optimal result was given with an adjusting 

radius of 0.6-0.8 based on the “fusing” technique. The evaluation results show that the performance of 

QPE product based on the “fusing” technique is well improved than the satellite precipitation 

estimates product before fusing while the case study results explained it also. 

 

As well known, there are obvious difference between satellite precipitation estimate and other remote 

technique as radar measurement, etc. But the results of satellite precipitation estimate can be widely 

used  because the resolution of both spatial and temporal is good enough for the use of precipitation 

estimation .So, better results could be expected when the satellite precipitation estimate result fusing 

with rain gauges data and other data by multiple observed data. 
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1. Introduction 
 
Precipitation estimation algorithms based on satellite observations have shown an increase of 
their overall quality, especially at the meteorologically relevant scales, over the recent decade. 
The need for a comprehensive error estimate along with the basic rain amount has become a 
key issue for quantitative precipitation estimation.  
 
The TAPEER (Tropical Amount of Precipitation with Estimation of ERrors) algorithm is 
based on a merging approach of Passive Microwave (PM) instantaneous rain retrievals 
together with observations from geostationary cloud top sensitive Infrared (IR) channels. This 
technique relies on the Universally Adjusted GOES Precipitation Index (Xu et al., 1999) and 
on the PMIR algorithm (Kidd et al., 2003). It is developed for the Megha-Tropiques mission 
as a tool for a better understanding of the error budget on accumulated rain estimations. 
TAPEER will provide daily rain accumulations at one-degree resolution over the whole 
Tropical belt and their associated errors.  
 
Roca et al. (2010) developed a sampling error model for satellite accumulated rainfall 
estimation. It was then adapted to provide global sampling error maps for the TAPEER 
algorithm. While sampling errors are often assumed to have the most significant contribution 
to the error budget (Bell et al., 1990), algorithmic issues can also lead to significant bias and 
random errors (Xu et al., 1999). Therefore they need to be quantified. This study shows a 
methodology developed as a first step to derive algorithmic errors for satellite precipitation 
estimation algorithms. A novel approach to quantitative precipitation verification, taking into 
account the errors on both satellite and surface rain datasets when comparing the estimates, is 
then used as a tool to infer the importance of each component of the budget to the total error. 
 
2. Data 
 
The satellite datasets used for this study are time series of Meteosat Second Generation 
10.8µm images and Passive-Microwave (PM) derived instantaneous rain rates retrieved from 
several instruments over the 2006’s monsoon season: the TRMM Microwave Imager (TMI), 
the Advanced Microwave Scanning Radiometer-Earth Observing System (AMSR-E) aboard 
Aqua and the Special Sensor Microwave Imager (SSMI) aboard Defense Meteorological 
Satellite Program (DMSP) satellites. The rain rate estimates are derived from microwave 
brightness temperatures using the BRAIN algorithm (Viltard et al., 2006). This algorithm is 
developed in the framework of the Megha-Tropiques mission as the instantaneous rainfall 
product derived from its MADRAS PM imager data.  
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A validation dataset of block-kriged (Journel and Huijbregts, 1978) rain gauge measurements 
from two dense networks, implemented for the AMMA experiment over Niamey (Niger) and 
Ouémé (Benin), is also used as a ground reference in this study. 
 
3. Method 
 
The errors related to the estimation of precipitation can be attributed to several sources. If we 
assume variance separation between the sources, a general error budget can be written as: 
 

€ 

S2 = S2CALIBRATION + S2ALGORITHM + S2SAMPLING  
 
The calibration term is related to the instruments themselves but is known to be the less 
critical issue in precipitation estimation. The algorithmic term addresses both the error of the 
instantaneous rain retrievals but also the error related to the merging methodology. The 
sampling term addresses the error related to the discrete nature of measurements.  
 
The error modeled by Roca et al. (2010) gives an estimation of the error, which is a mixture 
of pure sampling and merging methodology (Huffman, 1997). Eventually, in the algorithmic 
term of the budget, the error of instantaneous rain estimations remains and possibly is 
magnified at the accumulated scale.  
 
Therefore, an error propagation approach was chosen to evaluate this algorithmic error. 
Algorithms providing instantaneous rain estimates are subject to systematic and random 
errors that depend on rain regimes and intensities (e.g. Viltard et al., 2006). Different 
scenarios of error propagation are considered in this study, assuming random and systematic 
biases of different magnitudes, on regimes of low, medium and high rain rates (respectively 0-
2mm.h-1, 2-10mm.h-1 and above 10mm.h-1). Distributions of the resulting anomalies on 
TAPEER rain accumulations are then analyzed in order to infer statistical properties of the 
algorithmic errors. 
 

 
Fig 1. Flow chart of the TAPEER algorithm. Full arrows show the flow to produce rain 
accumulation maps, dashed arrows show the flow to produce error maps. 
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Figure 1 shows the flow chart of the TAPEER algorithm. Daily rain accumulation maps are 
derived from high-resolution rain fields that are produced through a process involving space 
and time collocation of the two inputs. They are also used to perform variogram calculations 
in order to deduce sampling error maps. Propagating disturbances on the instantaneous rain   
input data in the TAPEER framework performs the algorithmic error analysis.   
 
4. Results 
4.1 Anomalies analysis 
 
The distributions of relative anomalies computed between the reference TAPEER time series 
and the TAPEER time series with biased inputs, show common characteristics. Random and 
systematic disturbances on the instantaneous rain inputs demonstrate a similar behavior with 
bias on rain accumulations increasing with disturbance magnitudes. Figure 2 shows an 
example of the distributions of relative anomalies for systematically biased high rain rates. 
While the magnitude of the bias on the input is increasing from 20 % to 100 %, the 
distribution becomes less peaky, and the standard deviation and the mean are increasing. 
 

 
Fig 2. Distributions of relative anomalies between reference degree-daily rain accumulations 
and degree-daily rain accumulations built with a systematic error on instantaneous high rain 
rates of 20% (Fig. a), 40% (Fig. b), 60% (Fig. c), 80% (Fig. d) and 100% (Fig. e). The 
samples (more than 30 000) are land-only pixels over Western Africa during the 2006 rainy 
season. 
 
A comparison of the distribution statistical moments in the different cases of errors (random 
error, systematic on low, medium and high rain rates) showed that: 

 None of the distributions being close to a Gaussian distribution or conserving the 
properties of the error on the input, the errors propagate strongly non linearly in the 
TAPEER algorithm 

 Random errors have less impact on TAPEER estimations than systematic errors 
 The impact of a systematic bias depends on the rain rate regime, which is biased. This 

impact is strongly related to the percentage of population considered 
 
4.2 An approach to the total error budget analysis 
 
Depending on the bias characteristics of the rain rates produced by the PM-based algorithm 
and used as input in the TAPEER framework, the characteristics of algorithmic errors on the 
rain accumulations will be different. For instance, if the errors are only dominant in the rain 
regime that is not much represented in the population of rain rates, algorithmic errors might 
be negligible and the sampling errors will have therefore the most significant contribution to 
the total error. 
 
A novel approach to quantitative precipitation verification is then used as a tool to infer the 
importance of each component of the error budget in the different scenarios envisioned. This 
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approach was developed by Roca et al. (2010) to compare satellite and ground rain datasets, 
taking into account their respective uncertainties. Using a dedicated regression technique 
(Kelly, 2007), Roca et al. showed that classical comparison scores such as the coefficient of 
determination or the bias of the regression can be computed in this error context.  
 
Taking into account the sampling errors of TAPEER rain estimates and an additional 
algorithmic error issued from the different distributions computed above, the scores of 
comparison with rain gauge data over the two sites of Niamey and Ouémé are computed. 
Figure 3 shows the evolution of the coefficient of determination depending on the applied 
disturbance magnitude. For the scenario in which the instantaneous rain estimations have no 
systematic bias but only a random bias, Figure 3a shows that the algorithmic error has no 
impact in the comparison with the gauge, R2 being stable until approximately 80 % of relative 
error magnitude. Figure 3b shows that algorithmic errors related to systematic bias on low 
rain rates are negligible with respect to the sampling errors for magnitudes of at least 50%. 
Figure 3c and 3d show that even small systematic biases on medium and high rain rates 
induce errors on rain accumulations that are not negligible with respect to the sampling errors 
and require to be handled carefully.  
 

 
Fig 3. Evolution of the coefficient of determination R2 of TAPEER rain estimates versus rain 
gauge estimates over Niamey for the 2006 monsoon season. These scores were computed, 
taking into account sampling errors and algorithmic errors, as a function of the error 
magnitude propagated on (a) random rain rates and systematically on (b) low rain rates (c) 
medium rain rates (d) high rain rates. In each case where the scores are computed from a 
distribution of scores, the blue bars correspond to the standard deviation of the distribution. 
The scores computed without errors are over plotted in yellow for each case. 
 
Figure 4 shows the evolution of the biases of the regressions, confirming the different impacts 
highlighted in the evolution of the coefficient of determination. Figures 4a and 4b 
demonstrate a stable behavior of the bias, whereas Figures 4c and 4d show the increase of the 
bias on accumulated rain with increasing magnitude of bias on instantaneous rain.  
 

 
Fig 4. Evolution of the Bias of the regression of TAPEER rain estimates versus rain gauge 
estimates, taking into account sampling errors and algorithmic errors, as a function of the 
error magnitude propagated on (a) random rain rates and systematically on (b) low rain rates 
(c) medium rain rates (d) high rain rates. 
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Over the Ouémé site, the evolution of comparison scores (not shown) presents a similar 
behavior with negligible impact of random errors and systematic errors on low rain rates. The 
main difference between the two sites is that: where algorithmic errors issued from systematic 
errors on high rain rates are not negligible with respect to sampling errors over Niamey, the 
higher importance of medium rain rates is stronger over Ouémé. 
 
5. Conclusion 
 
User’s needs in terms of precision and accuracy on accumulated rain datasets vary with the 
application. The error propagation methodology developed here allows performing an 
analysis of the algorithmic errors with respect to the bias characteristics of the instantaneous 
rain product used. Moreover, this kind of method allows a backward estimation of the 
requirements on instantaneous rain retrievals, which are necessary to reach these user’s needs 
on the rain accumulation. Indeed, for instance knowing that the PM-derived rain estimator is 
only biased in the medium rain rates regime, a maximum bias tolerated by users of the final 
rain accumulation product can be backward propagated to a constraint on the developments of 
the PM instantaneous rain algorithm.  
 
In this study, a simple technique was used to spread the distribution of algorithmic errors on 
time series of TAPEER degree-daily rain accumulation to compare them to sampling errors. 
A more detailed modeling and in-depth analysis of the space and time variability of these 
distributions is planned in order to deduce a precise knowledge of these algorithmic errors and 
producing algorithmic error maps that will be provided with TAPEER precipitation 
estimations. The approach developed here is general and consequently applicable to estimate 
the algorithmic errors of other precipitation algorithms.  
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1. Introduction 
 
Owing to t he monsoon precipitation, diverse geol ogical settings and r ugged terrain, Nepal is 
prone to flood and landslides. Ma ny lives and properties worth millions of dollars are destroyed. 
The monsoon season in Nepal occurs between Jun e and Septem ber; monsoon is the dominant 
rainfall season, with 80% of the annual rainfall occurring in that period. Based on 20 years of data 
(1980-2000), Nepal is found to have high vulnerability of flood disasters as reported in the UNDP 
global report  on reducing disaster risk (UNDP 2004). Between 1983 and 2005, on average 309 
people lost their lives in Nepal, due to floods and landslides that accounting for over 60% of those 
who died due to different types of disasters in the  country.  (Khanal et al, 2007) The high level of 
poverty and rate of po pulation gr owth has furt her increased  the vul nerability to flood and 
landslides. 
 
Reliable weather forecasting s ystems are one of the most effective way s to m inimize the loss of  
life property. Accurate r ainfall esti mations are e ssential for reliable and timely  wea ther 
forecasting and warning. I n many countries weather forecasting has been relied upon by a de nse 
network of rain gauge or ground based rainfall measuring radars that report in real time. In Nepal, 
like many other developing countries,  the hydrom eteorological station networks are sparse and  
rainfall data  are available only  after a significan t delay .  According to t he Department of  
Hydrology and Meteorology (DHM) of Nepal, the country average density is one gauge for about 
331 km2 and is especially very sparse in mountainous areas. Owing to the limited spatial coverage 
of ground base gauges, unavailability  of real-ti me rainfall data and constraint in technical and 
financial resources operational flood forecasting is  y et to be initiated. Precipitation is highly 
variable in both space and tim e and i s an im portant input  in r ainfall-runoff m odeling. The 
availability of global coverage of satellite da ta o ffers effectiv e and economical means of 
calculating areal rainfall estimates in sp arsely gauged areas (Artan et al., 2007b). Thus, satellite 
rainfall estimates (RFEs) may be one of the best and appropriate approaches for Nepal to p redict 
and forecast rainfall-induced runoff that may produce flooding.  
 
2. Operational System and Products 
 
National Oceanic and Atmospheric Administration (NOAA) has developed several satellite-based 
techniques and an algorit hm for rainfall estima tion to sup port weather and  flood m onitoring 
activities of USAID. Among them is the sy stem developed at t he Climate Prediction Cent er for 
Rainfall Estimates known as the CPC- RFE, which was tested an d applied in t he African region . 
The CPC-RFE is a combined satellite- and surface-based rainfall estimation technique. The CPC-
RFE product  has been available since 2001 on an  operational b asis for South-East Asia. The 
CPCRFE2.0 uses a merging technique that increas es the ac curacy of the rainfall esti mates by 
reducing sign ificant bias and random  error com pared with indi vidual precipitation data sour ces 
(Xie and Arkin, 1996), thereby adding value to rain gauge interpolations. 
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Starting from  June 15 , 2 001, t he s ystem has been  put i nto operation at the Climate Pred iction 
Center of NOAA and its products are available on a quasi real time basis  
 
3. Flood Forecasting 
 
The flood forecasting project of the Department of Hydrology and Meteorology has been working 
on establishing an operationa l flood forecasting and warning s ystem in major rivers of Ne pal. 
Data acquisition s ystem is being m odernized with real ti me telemetry. Flood forecasting models 
are being d eveloped in  collaboratio n with I nternational Centre for Inte grated Mountain 
Development (ICIMOD). Application of satellite rainfall estimation (SRE) for flood forecasting 
has been suc cessfully test ed fo r Nar ayani basin an d GeoSMF model has b een custo mized for 
Narayani basin with m odified SRE as input. Th e model will be soon used for operational flood 
forecasting.                                                    
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September). At the depart ment’s climate section,  monthly rainfall m aps for Nepal are prepared 
and published regularly by subjectively analyzing the good quality monthly rainfall data. These 
color map of monthly analyzed rainfall depict distribution of monsoon rainfall during each month  
Here only July and August which are two pick monsoon month are considered (Fig 3a, 3b).  Fig. 
4a and 4b shows objectively  analyzed monthly total rainfall prepared by  NOAA CPC for  Asia  
Flood Network.  
 
 

 
  
Fig 3 a                                                                        Fig 4 a 
 

     
 
Fig 3 b                                                                          Fig 4 b 
 
Figure 4a indicates that most of the country had around 250 mm to 500 mm of rainfall. The north 
central of the countr y shows rainfall amount from 500mm to 1250mm. Compare to this analy sis, 
satellite analysis (Fig 4a) underestimates the rainfall over almost all the country except some parts 
of the northwest. The rainfall distribution pattern over the country does not agree well. The a reas 
with rainfall amounts less than 100 mm match almost well with the RFE.  The sharp gradient of 
rainfall between central middle mountain (Pokha ra) and rain  shadow reg ion to nort h high  
mountains brought out realistically in the REF analysis.  
 
During the month of Aug ust, generally  the steady monsoon fl ow is well established and whole 
country receives more rainfall. In the department’s analysis (Fig 3b), contours of 500 mm or more 
cover the m ost of the cou ntry. In this chart we find two maxim a of 16 44 mm and 98 1 mm o f 
rainfall in central mountainous region. In the south west part of the country, rainfall amount in the 
REF charts (Fig 4b)   is a lmost match with ob served analy zed chart whereas  the REF analy sis 
produces realistically low value of rainfall in the rest. There are no significant pockets of high and 
low rainfall area in the REF analy sis whereas two di stinctly high rainfall areas are located in the  
observed analyzed chart.     
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5. Year and Season-wise Comparison of Rainfall Estimate with Observed Rainfall. 
 
Before analy zing the results, first all Nepal rain fall anomaly  chart wa s prep ared to see  i f the 
validating years fall in extreme rainfall years. It is seen from the figure that 2003 is a wet year and 
all other years fall into normal catego ry i.e. w ithin the 1 standard deviation. Analy ses were  
performed on an annuall y, seasonally and m onthly basis for the year 2002-2005, t he results for  
2002 and 2003 are presented as a map for seasonal and annual. . 
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Fig. 5 Year to  year variation of Rainfall (ano maly)     Fig. 6 Year to year comparison between         

observed rainfall and SRE 

 

 

Fig. 7 Comparison between observed rainfall and 
SRE for the monsoon season 

Fig. 8 Comparison between observed rainfall and 
SRE for the winter season 

Year to year comparison between observed rainfall and SRE as shown in the figure 6 that there is  
a big difference in rainfall along the p ockets of hi gh rainfall area. This is also true in case of 
monsoon season (figure 7). But during winter season, for som e r eason, SRE is overesti mating 
over some area in central western region and northern part of the central Nepal (figure 8). 
 

Bias map shows no definite pattern but band of ma xima can be seen in both the y ears in annual 
and monsoon season. In an annual map, along th e southern port ion of west Nepal, SRE shows 
higher values. There is no definite relationship between values. (Maps are not shown here). 
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Scattered plot show for the both the year with slope less than 45º. Since X-axis is observed value, 
it can be deduced that SRE underestimates. 
 

  

Figure 9 : Scatter plot 2002, 2003 

5. Summary 
 
With the advancement of technology REFs are becoming available with greater accuracy  and 
coverage. The NOAA CPC-REF-2.0 rainfall estimates have been applied to the Bagmati Basin in 
Nepal to stimulate flow. The satellite based rainfa ll products are capable of detecting a particular 
rainfall event within the Bag mati Basin. The magnitude of the rainfall is much lower in the RFE  
compared with gauge observed rainfall. More accu rate (quantitatively) and high-resolution data 
are necessary for reasonable flood prediction. It is difficult to predict the floods quantitatively  
using current satellite data. We can only provide an indication of probability of occurrence. With 
longer term  rainfall and stream  flow d ata and im proved REF,  GeoSFM rainfall runoff m odel 
could be tested for applicabilit y of real tim e flood forecasting and flood risk management in the  
basin.   
Satellite rainfall estimates mostly underestimate over region. SRE failed to capture heavy rainfall. 
From the experience flood forecasting and weather forecasting, it is evident that rainfall detection 
and predicti on accuracy by  NOAA are more s ophisticated than Indi a Meteorological  
Department .Limitation of SRE is delay of product by more than 24 hours. 
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１ INTRODUCTION 

 
The Japan Meteorological Agency (JMA ) has been producing  analyzed hourly 
precipitation called “Radar/R aingauge-Analyzed Prec ipitation (here after call “R/A”) 
since 1983, and precipitation nowcasting (Very-Short-Range Forecast of precipitation, 
here after call “VSRF ”) since 1988, in orde r to mitigate disasters caused by  heavy  
rainfall, such as landslides, flash floods, and debris flows. 
 
R/A and VSRF are disseminated to local met eorological offices, local gover nments, 
TV stations, as well as private weather companies. When disasters caused by  heavy 
rain are likely to occur, JMA issues warnings and advisories based on R/A and VSRF 
and indices of possibilities of landslides and flood produced with them. 
 
2 DATA 
 
R/A and VSRF are produced with rain gau ge data, radar data,  and NWP outputs. 
Raingauge data are collected,  every ten minutes or  every one hour, from 
10000-raingauge net work operated by JMA, Mi nistry of Land, Infrastructure, 
Transport and Tourism (here after call “MLIT”) and local governments (raingauges are 
located ev ery 7km grid square on averag e). 46 C-band radars data with a spatial 
resolution of 1 km are collect ed, every five minutes, from  the radar network operated  
by JMA and MLIT. A  radar of the network  covers a 500km×500 km square domain. 
Mesoscale model (here after call “MSM”)  outputs used for V SRF are wind from  
surface to 700hPa, temperat ure and relativ e humidity fr om surface to 850hPa, and 
hourly precipitation. MSM produces 15 or 33-hour forecast at 5km of spatial resolution 
every 3hours. 
 
3 ALGORITHM AND ACCURACY OF R/A 
3.1 ACCUMURATION OF RADAR INTENSITY DATA 
 
In this section, we introduce the procedure for calculating one hour accumulated echo 
intensity. One hour accumula ted echo intensity is calculated as sum of echo 
intensities obtained every five minutes. Howeve r, if some echo intensities move fast, 
one hour accumulated echo intensities sometimes show unnatural stripe pattern (See 
the left image of Fig.1). To avoid such unnat ural patterns, the accumulation must be 
conducted taking the movement of the echoes into consideration (See the right image 
of Fig.1). In this process, we first divi de observed echo intensities into some pieces  
and trace them every five minutes. Then, by summing up the echo intensities passing 
a grid, the one hour accumulated echo intensity of the grid is estimated. Here, quality 
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check of echo intensity data is also conducted. 

 
3.2 CALIBRATION OF RADAR DATA 
 
In this section, we describe the procedures for calibrating one hour accumulated echo 
intensities with raingauge measurements to estimate precipitation. 
 
3.2.1 CALIBRATION OVER ALL RADAR OBSERVATIONAL RANGE 
 
One hour accumulated echo int ensities at  the grids of rai ngauges are generally 
different from those raingauge values. Because raingauge measurement is more 
reliable, we calibrate the echo intensities of a radar with raingauge observations within 
the observational range of the radar under the following two conditions.  
 
(1) an average of calibrated echo intensities of a radar over a domain should be equal 
to those of other radars observing the same domain. 
(2) an average of the calibrated echo intensit ies at the grids of raingauges should be 
equal to the average of the raingauge values. 
 
3.2.2 CALIBRATION OVER LAND 
 
The calibrated echo intensities  as abov e are further calibrated to be equal t o 
raingauge data at local scales ( Makihara, 2000). For example, the calibrated echo 
intensities at a grid g derived in 3.2.1 is calibrated again with raingauges within about 
40km from the grid g. A calibration factor at the grid g is calculated with weighted 
interpolation of the calibra tion factors of the grids of above raingauges. Here, a 
calibration factor of a raingauge grid is defined as a ratio of a rai ngauge value to the 
calibrated echo intensity at the grid of ra ingauge derived in 3.2.1. The weight for the 
interpolation takes into account following items.  
 
(1) distances between the grid g and raingauges 
(2) differences between the ec ho intensity  at the gri d g and those at the grids of 
raingauges 
(3) beam attenuation rate by precipitation 
(4) uniformity of raingauge distribution 
 

Fig. 1 Accumulation of radar 
intensity data. 
(Left) one hour averaged 
echo 
(Right) same as the left 
except for consideration of 
movements of echoes. 
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By multiply ing calibrated echo intensities by the calibration factor as determined 
above, an estimated precipitation at the grid g is obtained. 
 
3.3 COMPOSITION OF CALIBRATED DATA ON EACH RADAR FIELD 
 
After the above calibration, we produce a composite precipitation map using the 
calibrated echo intensities from 46 radar s by transforming the coordination from 
zenithal projection into latitude-longitude gr id with equidistant cyli ndrical projection. If 
multiple radars observe the same grid, the largest value is selected. 
 
3.4 ACCURACY OF R/A 
 
To assess  the accuracy of R/A, about  200 raingauge data were excluded for 
verification. Then, R/A data were produced without these raingauge data. R/A data 
were compared with excluded raingauge dat a. Here we compared a raingauge value 
with the R /A values at 9 gr ids including 8 neighboring grid s, considering location  
errors about by one grid (i.e. 1 km) due to advection of raindrops by wind before 
reaching the ground, and/or ones resulting from the coordinate transform. 
 
Fig. 2 shows a scatter pl ot for comparisons between hour ly R/A values and  
corresponding raingauge measurements for 4 months in a warm season (from August 
to November in 2009). Here, only best R/A values among ones at the 9 grids are 
plotted. This figure shows a good agreement between raingauge data and R/A values. 

 
 
4 ALGORITHMS AND ACCURACY OF VSRF 
 
VSRF is a 6-hour forecast of pr ecipitation with a spatial resolution of 1km. V SRF is 
made up to 6 hours ahead by merging the for ecast precipitation with MSM and those 
with the extrapolation method.  Here, we introduce details of  the procedures for 
producing VSRF  
 
4.1 EXTRAPOLATION METHOD 
4.1.1 MOVEMENT VECTORS 
 

Fig. 2 Scatter plot of R/A and 
raingage with a regressed 
line(red) 
(R/A=0.96 x Raingauge) 
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We first divide the region over Japan into  50 km grid squares . Then, a movement 
vector of the precipit ation systems at a grid is estim ated with a pattern matching  
method. In order to avoid the adverse influence due to orographic effects on this 
estimation, time subtractions of R/A are used. 30 candidates for movement vector at 
the grid with highest  matching scores ar e obtained using differences between 
R/A(t=0h), R/A(t=-1h), R/A(t= -2), and R/A(t=-3h) accordi ngly. After that, the most 
suitable candidate vector at the grid is selected consid ering time-space smoothness. 
Movement vectors gradually approach 700hPa win ds of MSM as forecast time 
increases. 
 
4.1.2 OROGRAPHIC EFFECT 
 
Precipitation by orographic en hancement is considered as  the stationary parts of 
precipitation over win dward side of mountains. The al gorithm follows the concept of 
seeder-feeder model (Browning & Hill,1981). A rainfall passing through the feeder 
cloud, which is generated by orographic effect, is enhanced due to the cloud droplet in 
the feeder cloud. Precipitable water, which is estimated with the data of temperature, 
relative humidity and wind from surface to  850hPa of MSM, is used to judge whether 
the feeder cloud is generated or not. If the feeder cloud is generated, the precipitation 
is enhanced depending on the amount of the rainfall from the seeder cloud.  
 
Dissipation of echo in a lee si de of mountain is also cons idered. It occurs when the 
echo top is low, the angle between the direct ions of mid level and low level wind is 
small, and no echoes exist at the dissipation  area. The stronger the echo intensity is  
and the longer the traveling ti me from mountain top to di ssipation area is, the more 
effective the dissipation is. Dissipation of ec ho is estimated statistically from 700hPa 
wind, 900hPa wind and relative humidity of MSM. 
 
4.1.3 ACCUMULATION OF FORECAST INTENSITY 
 
Initial field used for forecast is a comp osite echo intensity field obtained in the 
derivation process of R/A. The echo intensity field is moved along the movement 
vector derived in 4.1.1 with the time step of  2 or 5 minutes. 1-hou r precipitation at a 
point is calculated as  a sum of echo inte nsities pass ing the point. In the process, 
enhancement and dissipation of precipitation due to orographic effect are considered. 
 
4.2 MERGING OF EXTRAPOLATION METHOD AND MSM 
 
The performance of the conventional ex trapolation method is good up to 3 to 4 
forecast hours. And for the forecast time of more than 6 hours, MSM is supposed to 
be better than extrapolation method. Then we can improve the 4 to 6-hour forecast by 
merging the results of extrapolation method and those of MSM at their blending ratio. 
Blending ratios are estimated based on accuracies of extrapolation method and MSM 
respectively for the last few hours (Araki, 2000). VSRF is the output of this merging 
process. 
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4.3 ACCURACY OF VSRF 
 
Critical Success Index (CSI) of VSRF, extrapolation method (EXT), MSM, and 
persistent forecast (PST) for the averaged hourly precipitation from June to Augus t 
2010 are shown in Fig. 3. He re the region over Japan was divided into 20 km grid 
square. The threshold of rainfall is 1mm/hou r. It shows that VSR F distinctly has best 
performance.
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Fig. 3 CSI of VSRF,  
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 MSM and persistent forecast 
(PST) from June to Augus t 
2010. 

-111-



A new gauge-based precipitation analysis over mainland 
China and its evaluation 

 
Yan SHEN, Qingxiang LI, Yang Pan Affiliations: Y Shen, Li, Pan 
National Meteorological Information Center, China Meteorological Administration, Beijing, 
China, 100081  
 
Daily gauge-based precipitation analysis over Mainland China has been constructed from about 
2000 gauge reports on a 0.25°lat-long grid for the 57-yr period from 1953 to 2009 following the 
interpolation method named as climatology-based Optimal Interpolation proposed by XIE (Xie 
et al., 2007). Investigation showed no apparent systematic differences in annual mean spatial 
distribution or discontinuities in time series in the 57-yr CPAP dataset used for the different 
periods. Comparisons with three widely used only-gauge-based analyses including PREC, 
CRU2.1 and GPCC_V4 presented close agreements for the annual and seasonal mean 
precipitation for the period of 1953-2002 over most areas in Mainland China, while large 
differences were found along the northern slope of the Tianshan mountain range over the 
northwest China, because of the orographic correction in our analysis. On the other hand, CPAP 
captured many more extreme events and light events, while the other products showed a much 
smaller number of these events. This highlights the advantage of CPAP and, in turn, the use of 
the many more gauge reports than other products. Therefore we believe CPAP is a more reliable 
estimate of the precipitation over mainland China than other existing products, and should be 
used as a drop-in replacement for applications such as numerical model or satellite validation, 
flood monitoring as well as climatological studies. Based on the evaluation, we recommend 
CPAP should be used as a drop-in replacement over mainland China for other global analysis, 
whenever possible. The work reported in this paper is an integral part of our efforts to construct 
an analysis of hourly merged precipitation analysis in the future (Shen et al., 2010). Further work 
is to extend its temporal coverage and to improve the quality of the CPAP. The dataset for the 
period of 1900-1952 with only ～100 gauge reports available over mainland China is under 
consideration for development. Gauge network is an important element to determine the quality 
of the dataset, while the gauge distribution is very sparse over the northwestern China and the 
Tibetan Plateau, the effective tool to improve the quality of the dataset over these areas is to 
merge the gauge observations with the satellite precipitation products which is under way. 
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1. Introduction 
Accurate estimates o f pr ecipitation at both high temporal and spatial r esolutions are 

required fo r m any ap plications. W hereas rain g auge d ata ar e r outinely av ailable, they ar e 
sparse in many important regions even over land. Many gauge stations report only 6 hourly or 
even da ily r ainfall amounts. The w eather r adar ne twork c ould pr ovide g ood s patial a nd 
temporal co verage, b ut p roblems asso ciated w ith inter-radar c alibration a nd b lockage by 
mountains still l imit i ts a ccuracy a nd c apability. R etrievals o f p recipitation from s atellite 
measurements be come t he m ajor p roducts w idely us ed t o doc ument precipitation 
characteristics and verification of model predictions/simulations. 

There have been several global satellite rain rate products available, including Tropical 
Rainfall Measuring Mission (TRMM) 3B42 (Huffman et al. 2007), NOAA Climate Prediction 
Center’s morphing method (CMORPH) (Joyce et a l. 2004) and the Precipitation Estimation 
from R emotely S ensed Information U sing A rtificial N eural N etworks ( PERSIANN) 
(Sorooshian et al. 2000). In addition, the Geostationary Meteorological Satellite-5 (GMS-5) 
infrared brightness temperature (TBB) estimated rainfall dataset (hereafter the “GMS5-TBB 
data”) developed by Yue et al. (2006a, b) is used operationally in Shanghai Typhoon Institute 
(STI) si nce 2 008. A n umber o f efforts h ave b een m ade t o compare t he sa tellite est imated 
rainfall products with other direct rainfall measurements (Zhou et al. 2008). However, these 
studies are usually limited to compare the monthly mean products.  

Recent studies h ave sh own t hat satellite e stimated r ain r ate can r esolve t he t ropical 
precipitation systems reasonably well. However, the evaluation of satellite rain estimates for 
landfalling TCs on da ily and multi-hours scales has not been carried out over China. S ince 
inland flooding caused by heavy rainfall from landfalling TCs is a significant threat to life and 
property. It is necessary to provide a quantitative evaluation of the precipitation products from 
different datasets. Such an evaluation would give the confidence for their use in TC rainfall 
forecast and research. 

The objective of this study is to provide an initial evaluation of the satellite precipitation 
estimates for TCs affecting mainland China during 2003-2006. Both 6 hour ly and 24 hour ly 
precipitation products from TRMM V6 3B42, CMORPH, and GMS5-TBB data are compared 
with the corresponding rain gauge data. 
 
2. Verification Method 

The 3B 42, C MORPH a nd G MS5-TBB d ata are verified d irectly ag ainst t he g auge 
observations because this study is focusing on the TCs-related rainfall and heavy precipitation 
is very important to be truly represented as referred observations.  

∗ This work is supported by the State 973 Program (2009CB421505). 
Corresponding a uthor: Z ifeng Yu, S hanghai Typhoon I nstitute, 166 Puxi R oad, X ujiahui, Shanghai 200 030, 

China. Email: yuzf@mail.typhoon.gov.cn. 
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A number of categorical s tatistics such as  t hreat score (TS) and equitable threat score 
(ETS) ar e t hen applied. The term “ca tegorical” r efers to the “y es”/”no” n ature o f the 
verification at each station. Some thresholds (i.e., 1, 10, 25, 50, 100 m m) are considered to 
define the transition between a  rain versus no -rain event. T hen a t each gauge station, each 
verification t ime i s sco red as falling u nder o ne o f the f our ca tegories of correct n o-rain 
estimate, false alarms, misses, or hits (Z, F, M, or H). 

In addition, the correlation coefficient (CC) is calculated as below: 

∑∑∑ −−−−= 22 )()()])([( XXYYXXYYCC ,         (1) 

where X represents the observation, and Y represents the estimate, YX , are the area mean of 

X and Y,  respectively. 
Finally, hit, bias and root mean squared error (RMSE) are also used in comparisons. 

 
3. Comparison results of 24h rainfall 

A typhoon may affect rainfall in China when its center is either over the ocean or after its 
landfall. I n t his sec tion, w e f irst a nalyze al l c ases t hat af fected m ainland C hina r egardless 
their cen ters w ere o ver t he o cean o r af ter l anded an d t hen t hose c ases af ter landfall o ver 
mainland China during 2003-2006. All available 24 -h gauge r ain data for the four years of 
CMORPH o peration a re u sed. There are a total o f 50 T C cases w hich affected m ainland 
China w ith 27216 r ain g auge da ta r ecords, w hile there a re 25  TCs l anded o ver m ainland 
China during t he 4 y ear pe riod. The 24 -h r ainfall estimates f rom 3B 42, C MORPH, 
GMS5-TBB da ta f or t he 2 5 l anded TCs are c ompared w ith the c orresponding 24-h ga uge 
rainfall. For landfall TCs, the skills of 3B42 and CMORPH are similar to  that for a ll cases 
(see Table 1). However, GMS5-TBB retrieved rainfall product has a much higher skill in TS 
and ETS in general, especially for rainfall greater than 25 mm, than either 3B42 or CMORPH 
although its CC is slightly lower than both 3B42 and CMORPH. Importantly, the GMS5 TBB 
shows high skill in estimating the heavy rainfall (50 and 100 mm per day) with TS of 0.27 
and 0.17, r espectively, w hile t he TS a re ne ar z ero for bot h 3B 42 a nd C MORPH. T his 
indicates that GMS5-TBB data product can be a good reference for heavy rainfall associated 
with landfall TCs. 

Table 2 shows averaged performances for the 5  ca tegories o f rainfall amount (namely, 
0-1, 1 -10, 10 -25, 25 -50, ≥50 mm) for 3B42, CMORPH, and GMS5-TBB data respectively. 
For 3B42 and CMORPH, their hits, bias and RMSE are still similar but 3B42 has relatively 
higher h its, lower b ias an d smaller R MSE g enerally f or al l rainfall amount ca tegories. F or 
light r ain (0-1 mm), bot h 3B42 a nd C MORPH overestimate t he gauge r ain w ith a  pos itive 
bias of 1.1 and 1.0 mm, while they underestimate the non-light rainfall, especially the heavy 
rain (≥50 mm), with negative biases. For GMS5-TBB data, its hits are quite higher than that 
of 3B42 and CMORPH, especially when the rainfall is over 50 mm, and it still has somewhat 
skill with a hit rate of 5.1% for the heavy rainfall events. However, it overestimates light and 
moderate rainfall (0-25 mm) with a relatively larger bias than both 3B42 and CMORPH. For 
moderate and heavy rain (≥25 mm), the GMS5-TBB based rain da ta could do a better job, 
with a  hi t rate of  0.9%, a bias of -29.7, and a  RMSE of  63.2 for 100 m m rain. The bias is 
about half of that from either 3B42 or CMORPH. 
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To co mpare t he ab ilities of 3B 42, C MORPH, a nd GMS5-TBB pr oducts i n different 
regions of China, the area of 90ºE-150ºE, 10ºN-50ºN are divided to 5o × 5o g rid boxes, and 
then TS and ETS are averaged in each grid box (Fig. 1). 
 
4. Comparison results of 6h rainfall 

Although GMS5-TBB based rain dataset has higher TS and ETS scores than 3B42 and 
CMORPH for rainfall of 10, 25 and 50 mm/6h, the 6-h rainfall is not as good as that for the 
24-h rainfall. Its TS, ETS, and CC for 6-h rainfall become almost half of that for 24-h rainfall 
too (Table 3). The TBB retrieved 6-hourly rainfall has no skill for heavy rainfall. 
 
5. Conclusions 

The results show that compared with rain data from both the 3B42 and CMORPH, the 
GMS5-TBB data show much higher skill in representing the heavy rainfall events. All three 
satellite-retrieved r ainfall datasets se em t o g ive q uite reasonable 6 -h a nd 24 -h r ainfall 
distributions an d t heir sk ills d ecrease w ith the i ncrease i n b oth t he latitude and t he rainfall 
amount in general. But they have different performance skills in reflecting rainfall of different 
amounts. The TSs for the 24-h rainfall retrievals for landfall TCs are 0.62, 0.47, 0.35, 0.27, 
0.17 for GMS5-TBB data, respectively, for 1, 10, 25, 50 and 100 mm/day while they are 0.59, 
0.33, 0.13, 0.03, and 0.0 for the 3B42, and 0.56, 0.25, 0.07, 0.01, and 0.0 for CMORPH. It 
indicates t hat 3B42 a nd CMORPH ha ve a  s imilar pe rformance s kill in reflecting t he 
TCs-related rainfall but the 3B42 show a little better performance in general, which would be 
likely related to its gauge rain adjustment. 

The datasets of 3B42 and CMORPH have overestimated the light rainfall (0-1 mm/day) 
and underestimated the non-light rain (over 1 mm/day). Large differences between the 3B42 
or CMORPH and GMS5-TBB products are found mainly for the heavy rainfall. Even though 
the GMS5-TBB data overestimate the light and moderate rainfall and underestimate the heavy 
rain l ike 3 B42 an d C MORPH, i t g ives m uch i mproved h eavy r ain e stimates w ith almost 
halved bias of that from 3B42 and CMORPH products. We also f ind that the three satellite 
products evaluated in this study are more accurate for the 24-h rainfall estimates than for the 
6-h rainfall estimates. 
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Table 1. TS, ETS, and CC of 3B42, CMORPH and GMS5-TBB data for 24-h rainfall 
   1mm 10mm 25mm 50mm 100mm 

All 
cases 

3B42 
TS 0.59 0.31 0.13 0.03 0.0 

ETS 0.31 0.21 0.11 0.03 0.0 
CC 0.62 

CMORPH 
TS 0.55 0.23 0.06 0.01 0.0 

ETS 0.28 0.15 0.05 0.01 0.0 
CC 0.57 

Landfall 
TCs 

3B42 
TS 0.59 0.33 0.13 0.03 0 

ETS 0.33 0.23 0.11 0.03 0 
CC 0.66 

CMORPH 
TS 0.56 0.25 0.07 0.01 0 

ETS 0.29 0.16 0.06 0.01 0 
CC 0.60 

TBB 
TS 0.62 0.47 0.35 0.27 0.17 

ETS 0.24 0.24 0.23 0.21 0.15 
CC 0.51 

 
Table 2 Average of hits, bias and RMSE for 5-category 24-h rainfall for 3B42, CMORPH and 

GMS5-TBB data 

 

3B42 CMORPH TBB 

Hits  Bias RMSE Hits Bias RMSE Hits Bias RMSE 

0-1 mm 
8221 

(39.2%) 
1.1 3.3 

7720 
(34.3%) 

1.0 2.9 
10795 

(47.9%) 
8.3 20.8 

1-10 
mm 

2464 
(10.9%) 

-1.3 4.8 
1826 

(8.1%) 
-1.9 4.3 

6029 
(26.8%) 

12.3 25.9 

10-25 
mm 

504 
(2.2%) 

-10.6 12.7 
259 

(1.2%) 
-11.7 13.2 

2934 
(13.0%) 

10.5 31.1 

25-50 
mm 

58 
(0.26%) 

-25.7 27.4 
14 

(0.06%) 
-27.7 29.0 

1147 
(5.1%) 

3.6 35.2 

> 50 
mm 

1 
(0.004%) 

-74.2 86.5 
0 

(0%) 
-79.2 91.6 

213 
(0.9%) 

-29.7 63.2 
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Table 3. TS, ETS, and CC of 3B42, CMORPH and GMS5-TBB data for 6-h rainfall 

   1mm 10mm 25mm 50mm 100mm 

All 
cases 

3B42 
TS 0.33 0.11 0.03 0.01 0 

ETS 0.29 0.11 0.03 0.01 0 
CC 0.40 

CMORPH 
TS 0.27 0.05 0.01 0 0 

ETS 0.23 0.05 0.01 0 0 
CC 0.42 

Landfall 
TCs 

3B42 
TS 0.35 0.12 0.03 0.01 0 

ETS 0.30 0.11 0.03 0.01 0 
CC 0.38 

CMORPH 
TS 0.30 0.06 0.01 0 0 

ETS 0.24 0.06 0.01 0 0 
CC 0.43 

TBB TS 0.27 0.18 0.12 0.07 0 
ETS 0.19 0.15 0.12 0.07 0 
CC 0.37 

 
Fig.1. ETS for 3B42, CMORPH and GMS5-TBB 24-h rain data. (a) for 1 mm, (b) for 10 mm, 

(c) for 25 mm, and (d) for 50 mm. 
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Establishment of Real-time System for Daily Precipitation 
Analysis over China 

 
Anyuan Xiong, Yan SHEN, Mingnong Feng  
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Under the cooperation with the Climate Prediction Center (CPC) affiliated to National Oceanic 
and Atmospheric Administration (NOAA), the real-time operational system of daily precipitation 
analysis over China is established in the National Meteorological Information Center (NMIC). 
This system is developed based on the daily precipitation observations over 2400 gauges which 
are used to produce its analysis at the 0.25°lat/lon grid. Four modules are contained in this 
system including data’s obtainment, quality control, data analysis and service. The kernel 
interpolation algorithm of this system is introduced from the CPC called as the climatological 
Optimal Interpolation (OI) method which can reduce the analysis error substantially arising from 
the large spatial incontinuity of precipitation. Firstly, daily climatology is defined for each 
station as the summation of the first 6 harmonics for the 365-calendar-day time series of the 
mean daily precipitation climatology are then created by interpolating the truncated station 
climatology through the algorithm of Shepard. Secondly, to account for the orographic effects, 
these fields are then adjusted by the PRISM (Parameter-elevation Regressions on Independent 
Slopes Model) monthly precipitation climatology data so that the monthly precipitation 
accumulation of the daily climatology meets that of the PRISM while temporal variation patterns 
in the original daily climatology time series are retained. Thirdly, analyzed fields of ratio of daily 
precipitation to daily climatology are created by interpolating the corresponding station values 
through the OI technique. Analyses of total daily precipitation are finally calculated by 
multiplying the daily climatology with the daily ratio. The users can get the products in three 
formats after 9:20 Local Time (1:20 UTC) through CDC website (http://cdc.cma.gov.cn). This 
system runs stable with reasonable products. This dataset can be used in the field of climate 
diagnostics, numerical models verifications and satellite products checking. The work reported 
here is an integral part of our long-term effort to construct real-time and fine-resolution 
precipitation analyses over China domain. Further improvements of the gauge-based analysis are 
underway to add in bias correction for the wind effects through employment of published 
correction coefficients. We welcome collaborations in improving this system by refining the 
algorithm and merging with the satellite-based precipitation products. 
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The representation of the rain gauges in estimating the strength of 

rainfall during the “plum rain” in Anhui province 

Jiuke Wang, Xiaoyang Liu 

Department of Atmospheric and Oceanic Science, Peking University 

wangjiuke@gmail.com 

Key word:  Rainfall, Rain gage, Representation 

1 Introduction 
It is widely known that the precipitation has a great influence on human lives, for example, 

water r esource a rrangement, flood forecast and a gricultures, T herefore, t he quantitative 
evaluation o f the s patial d istribution o f r ainfall is of g reat impotence (Manel E llouze, 200 8). 
Since a weather surveillance radar c ould cover a h uge ar ea w ith h igh s patial a nd temporal 
resolution, using radar for precipitation estimation is always the best choice (Lisbeth Pedersen, 
2008).  

However, not all of the river basins or interested areas are under the monitoring of radar, the 
most common way to estimate rainfall is still the use of rain gages. Many hydrologists consider 
the rain gauge data to be the “ground truth”, filled the data of rain gauge into the hydrological 
model as mean de pth of the r ainfall of  a given ar ea, assuming that a single g auge i s 
representative of the entire given area. In some cases, this very assumption leads to a huge error 
(Lisbeth Pedersen, 2008). 

 The f lood probability, o ne o f t he r esults o f t he h ydrological m odel, is se nsitive t o t he 
spatial distribution of rainfall, the uncertainty of the spatial distribution of rainfall has important 
impact not only on the properties of floods, such as runoff volumes, but also on the estimations 
of hydrological model parameters (Patrick Arnaud, 2001). Therefore, the errors of  the data of 
the rain gages, due to the lack of representation, must be determined before further usage.  

The “plum r ain” is a set of processes of  pr ecipitation in southeast of China, usually from 
June to July, w hich a lways c ontains floods or  ot her hydrologic d isasters. In or der to p rovide 
accurately hydrological information, a dense network of rain gages is set up. In general, denser 
the network i s, more accurate the spatial distribution of rainfall is. However, maintaining one 
more hydrological station or weather station operational is always need good financial support 
while the accuracy of estimations is not equally improved. 

Supported by a CINRAD-98D radar located in Hefei, provincial capital of Hefei province, 
spatial distribution of rainfall with high spatial and temporal resolution can be acquired through 
the joint estimation of radar and network of rain gages. In this research, the relationship between 
the number of the rain gages and the accuracy of the estimation of rainfall will be analyzed. 
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2 Data and Methodology 

 
Fig 1. location of the research area 

 
The CINRAD-98D radar located in Hefei, the red dot in the right figure of Fig 1, covers the 

area with the radius of 230km, calibrated by total1165 rain gages, marked as red cross in Fig 1. 
The  estimation o f the spatial d istribution o f rainfall is c omputed b ased on o ne r ain ga uge 
adjustment techniques (Xiaoyang LIU, 2009). With the spatial resolution 1Km*1Km, the hourly 
accumulated precipitation data during the “plum rain” was acquired from the joint estimation of 
radar and a dense network, made up of 1165 rain gauges, with the average interval of 1 4km, 
deployed in Anhui province. The data include the major process of “plum rain” from year 2005 
to 2008. 

Former research pointed out, the Gamma d istribution was found fitted well to the rainfall 
data.(S.C. Michaelides, 2008), the spatial variability of the rainfall has been expressed by use of 
the standard error of rainfall fields.(Rycroft, 1947). And the accuracy of the rainfall estimation is 
highly a ffected by t he m ean de pth a nd t he s tandard de viation o f t he rainfall, th erefore, th e 
estimation of the mean depth and the standard deviation is somehow a key factor affecting the 
results of hydrologic applications (Sharon, 1972). 

In or der t o e valuate t he r epresentation of the rain gauges, t he r elationship b etween t he 
number of rain gages and the mean depth and the standard deviation of the strength of rainfall 
will b e investigated first. Data o f al l r ain gages were used t o obtain a mean depth an d mean 
standard deviation of the rainfall, which was treaded as “true value”, at least this was the best 
mean value t hat w as ab le to b e acquired. Then take one  r andom r ain g age out , c ompute t he 
mean value and standard deviation, figure out the difference between the “true value” and the 
new computed result. Repeat the process above until only one gauge remains. Since the area if 
fixed, a  connection between t he m ean de pth and t he s tandard de viation a nd t he num ber/ 
representative area is set up. 

Using the high resolute radar-rain gages joint estimation, the representation of the rain gages 
could also be  e xpressed b y a  more di rect m ethod, that i s, for o ne r ain g age, i ncrease t he 
area/radius t hat this r ain g age r epresented, calculate the d ifference ea ch t ime t he ar ea/radius 
changed. 
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3 Results 
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Fig 2. distribution of the strength of rainfall 

 
The distribution of the strength of rainfall was shown in Fig 2, the shape of the distribution 

curve fitted the Gamma distribution form, there was no obvious difference among the shapes of 
the distribution curves based on t he rainfall data of 4 years, and the “plum r ain” was always 
from prevailing c loud, w hich conduced l ower s tandard d evotion (5.4mm) c ompared t o 
convectional precipitation. 

The relationship be tween the number of  r ain g ages a nd t he mean de pth a nd t he s tandard 
deviation of the strength of rainfall was shown in Fig 3, the number of the rain gages come to 
calculate was drawn on X axis, the relative error was implied on Y axis. From the Fig 3, if only 
one rain gage was used to describe the mean depth and the standard deviation of the strength of 
rainfall of the whole area, the relative error of both average depth and standard deviation could 
reached up to 66%, while more rain gages come to calculate, the relative error rapidly decrease 
below 30%, however, the trend of the decrease is not stable. When the number of the rain gages 
reached 100, w hich i s 10 % o f the total num ber o f the rain g ages ne twork, the relative e rror 
between the computed value and “true value” arrived at a low level that is lower than 4%, and 
the increase of the num ber of  r ain g ages d idn’t l ead to obvious i ncrease i n accuracy, w hich 
implicated 10% of the total rain gages would describe the character of the mean depth and the 
standard deviation of the strength of “plum rain”. 
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Fig 4 The relationship between the number of rain gages and the mean depth and the standard 

deviation of the strength of rainfall 
The representation of the single rain gage is indicated in Fig 4 and Fig 5. in Fig 4, X axis 

represents t he d istance b etween t wo a djacent rain g ages, Y  ax is represents t he relative e rror 
between calculated result and the “true value”, and error bar i s the standard devotion of each 
distribution of relative error. Shown in Fig 5, the number of the rain gages is marked on X axis 
while th e relative er ror is st ill m arked o n Y  ax is. From t he Fig 5, f or t he purpose of  the 
improvement of 3%, from relative error 18% to 15%, the number of rain gages needs to increase 
from 26 to 7 6, h owever, f rom relative er ror 15 t o 1 1%, the num ber o f rain g ages ne eds to 
increase f rom 76 t o 316! In other words, along with the increasing number of rain gages, the 
efficiency of improvement of the accuracy decreases.  
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Fig 4. the relationship between range of rain gages and the relative error 
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Fig 5. the relationship between number of rain gages and the relative error 

4 Conclusions 
Since t he distribution of the precipitation was no t uni form a nd w as a long w ith h igh 

variability, t he accurate estimation o f the r ainfall w as difficult and of  g reat i mportance. The 
most common and traditional way t o acquire distribution of the rainfall w as t he u se o f r ain 
gages, however, the uncertainties or errors introduced by the representation of the gages could 
cause bigger uncertainties or errors in further hydrological or other applications.  

From t he analysis on A nhui, C hina, during t he process o f “plum r ain”, due t o t he s table 
shape o f t he di stribution o f pr ecipitation s trength, good r epresentation was found, us ing onl y 
10% number of the rain gauges(average distance 48km) could give a mean depth and standard 
deviation over Anhui province with relative error less than 2%, in other words, for estimating 
mean depth and standard deviation during the “plum rain”, the current density of network is far 
exceed necessary. 

In order to lower the uncertainties in estimating the distribution of the precipitation, dense 
network of rain gages was set up and the number of rain gages increased rapidly, however, the 

calculation shows that, the efficiency of improvement in accuracy by adding new rain gages was 
lower when reached a higher level of accuracy.  

Therefore, the estimation of that uncertainties or errors introduced by the representation of 
the gages was necessary not only to estimate the uncertainties or errors in further applications, 
but also to save budget under an acceptable accuracy. 
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1.1.1.1. IntroductionIntroductionIntroductionIntroduction
In recent years, extreme weather events and calamities occurring in both Pacific and

Atlantic coastal regions have been generated by landfalling tropical cyclones (LTCs), such as
the super typhoons Rananim (2004), Haitang (2005), Saomai (2006) and Morakot (2009) in
the Pacific, and the super hurricanes Ivan (2004), Rita (2005) and Katrina (2005) in the
Atlantic. Additionally, super cyclonic storm Gonu (2007) in the Arabian sea and super
cyclonic storm Nargis (2008) in Bay of Bengal. Consequently, the top priority for scientists
working in this field should be the improvement of forecasting techniques and early warning
systems for LTCs (Chen et al, 2010).

TC rainfall forecasting techniques are lagging behind those of the track forecast.
However, significant progress has been made in recent years due to the advance in remote
sensing observations and the improvement of mesoscale models and data assimilation
techniques. Until relatively recently, TC rainfall prediction was carried out mainly using
empirical speculation and subjective experience on the part of the forecaster. However,
advanced techniques for quantitative precipitation estimation (QPE) and quantitative
precipitation forecasting (QPF) are currently employed in operational applications in some
major forecasting centers, which already have greatly improve the forecasting for
LTC-related rainfall. Nevertheless, further improvements in QPF based on a better
understanding of TC rainfall mechanisms are still required.

2.2.2.2. ProgressProgressProgressProgress ofofofof TCTCTCTCQPE/QPFQPE/QPFQPE/QPFQPE/QPF inininin pastpastpastpast fourfourfourfour yearsyearsyearsyears
2.12.12.12.1 QQQQPEPEPEPE

Radar reflectivities have been widely used to estimate the rainfall rate and distribution of
TCs. Some techniques have been developed to find the relationships between radar rainfall
and true rainfall (Ji et al., 2008).

Satellite measurements at microwave frequencies are key elements of present and future
observing systems. Passive microwave data have been used to estimate TC precipitation. The
10.7-GHz frequency of the NASA Advanced Microwave Precipitation Radiometer (AMPR)
has demonstrated high-resolution detection of anomalous surface water and flooding in
numerous situations (Buckley et al, 2009） . Although limited for operational use by their
dimensional sampling, the dual-frequency capability makes altimeters a unique
satellite-borne sensor to perform measurements of key surface parameters in a consistent way
(Quilfen et al, 2009）.... The response of the precipitation field for tropical cyclones in relation
to the surrounding environmental vertical wind shear has been investigated using 20000
snapshots of passive-microwave satellite rain rates (Wingo et al, 2010）. Available for more
than 20 years, passive microwave measurements are very valuable but still suffer from
insufficient resolution and poor wind vector retrievals in the rainy conditions encountered in
and around tropical cyclones.

On the other hand, active sensors data has been used widely to estimate TC rainfall since
Tropical Rainfall Measuring Mission (TRMM) satellite with Precipitation Radar on board
launched on Nov. 1997. Chen et al (2006) researched the effects of vertical wind shear and
storm motion on TC rainfall asymmetries deduced from TRMM. Study results from
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Yokoyama et al (2008）show that three-dimensional rain characteristics of tropical cyclones
(TCs) are statistically quantified, using TRMM data from December 1997 to December 2003.
Launched in April 2006, the National Aeronautics and Space Administration Earth System
Science Pathfinder (ESSP) CloudSat mission began making significant contributions toward
broadening the understanding of detailed cloud vertical structures around the earth. The
CloudSat’s sensitivity to cloud droplets has proven very useful in profiling TC inner-core
cloud and precipitation structure, thus has potential capability to estimate TC rainfall
(L’Ecuyer et al, 2007; L’Ecuyer et al, 2008）.

However, the vast majority of methods developed for deriving cloud and precipitation
information from satellite measurements is highly sensitive to model parameters, which
merely reflects the underconstrained nature of the problem and the need for other information
in deriving solutions (Stephens and Kummerow, 2007）. To mix together data from different
sources with certain data processing technique may reduce model error. The combination of
active and passive measurements offers much hope for improving cloud and precipitation
retrievals.

Ebert et al.（2007）have been performing daily validation and intercomparisons of several
operational satellite rainfall retrieval algorithms over Australia, the United States, and
northwestern Europe since late 2002. Short-range quantitative precipitation forecasts from
four numerical weather prediction (NWP) models are also included for comparison. Results
shows that the satellite-derived estimates of precipitation occurrence, amount, and intensity
are most accurate during the warm season and at lower latitudes, where the rainfall is
primarily convective in nature. In contrast, the NWP models perform better than the satellite
estimates during the cool season when nonconvective precipitation is dominant. An optimal
rain-monitoring strategy for remote regions might therefore judiciously combine information
from both satellite and NWPmodels.

2.22.22.22.2 QQQQPFPFPFPF
2.22.22.22.2.1.1.1.1 StatisticalStatisticalStatisticalStatistical modelsmodelsmodelsmodels
a. The TC QPF based on climatology

In the R-CLIPER model, a climatological rainfall rate is determined and then integrated
along the storm track. The sample including nearly all U.S. landfalling tropical storms and
hurricanes from 1948 to 2000 was used to construct the model. Based on the relationship, an
accurate estimate of the storm rainfall rate can be considered a function of radius from the
storm center and of the time from when the storm center moved inland (Tuleya et al, 2007).
Additionally, to include the tendency for higher rain rates for stronger storms (e.g., Lonfat et
al. 2004), a comprehensive satellite climatology of tropical cyclone rainfall rates determined
from the Tropical Rainfall Measuring Mission (TRMM) was used. To further improve the
model, particularly to represent hurricane rainfall asymmetries, Lonfat et al. (2007) developed
a Parametric Hurricane Rainfall Model (PHRaM) which builds on the original R-CLIPER
algorithm and includes parametric representations of the shear and topography effects.

A climatology model for QPF during typhoon periods was developed by Lee et al.
(2006). Verification indicated that this climatology model could provide reasonable
cumulative rainfall estimate for each river basin and around the whole Taiwan, if a well
forecasted typhoon track was given. However, it was noted that the climatology model could
only give the average condition, thus any deviations from the average condition inherent in
the individual cases would appear as errors when the climatology model was applied during
real-time operation.
b. The TC QPF based on a Dynamic Similarity Scheme

Zhong et al. (2009) developed a dynamic similarity scheme for TC QPFs. This model
statistically considered the dynamic evolution of TC features and associated environmental
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fields, particularly taking account for the corresponding similarity after forecast time. The
6-12 h change of TC parameters before the forecast time, and the numerically predicted
environmental fields at 12, 24, 36, and 48 h after the forecast time are chosen to conduct the
QPF.

2.22.22.22.2.2.2.2.2 TCTCTCTCQPFsQPFsQPFsQPFs basedbasedbasedbased onononon satellitesatellitesatellitesatellite andandandand radarradarradarradar detectiondetectiondetectiondetection
a. eTRaP

To address the need for cyclone-related heavy rainfall, the National Oceanic and
Atmospheric Administration’s (NOAA) Satellite Data and Information Service (NESDIS) has
been producing operational areal Tropical Rainfall Potential (TRaP) forecasts for landfalling
tropical cyclones since the early 2000's. TRaP forecasts (called TRaPs herein) are essentially
24h extrapolation forecasts of satellite-estimated rain rates that give the expected location and
intensity of the rain maximum as well as the spatial rainfall pattern (Kidder et al. 2005).

Results from both validation studies (Ebert et al. 2005) suggest that the errors in TRaP
forecasts are more likely to be related to errors in satellite rain rates and the assumption of
steady state rainfall than to errors in operational track predictions. One way to reduce the
random error is to average several forecasts together in an ensemble. In principle an ensemble
TRaP (abbreviated eTRaP) can be made up of forecasts using observations from several
microwave sensors, initialized at several observation times, using several different track
forecasts. Kusselson et al. (2010) further improved the eTRaP, mainly including new sensor
weights of 1.0 for AMSU and TRMM, and new weights for forecast latency.

Liu et al (2008) included estimates of storm rotation from geostationary cloud drift
winds in past TRaP extrapolation forecasts and found that this one enhancement alone
reduced the mean absolute errors by 40% compared to original TRaP forecasts for tropical
cyclone rainfall over Taiwan.
b. SWIRLS

The Hong Kong Observatory developed a rainstorm nowcasting system SWIRLS
(Short-range Warning of Intense Rainstorms in Localized Systems) to monitor and predict
local rainfall distribution trends within the next couple of hours. In SWIRLS, the motion
vectors of rain echoes between successive radar reflectivity images at 6-min interval are
determined by the TREC (Tracking Radar Echoes by Correlations) technique (Tuttle and
Foote 1990). To reduce pattern deformation during the integration period, a modified
semi-Lagrangian advection scheme has been introduced in SWIRLS. The scheme is based on
Robert’s 3-step iterative, bi-cubic interpolation integration algorithm (Robert 1982) with flux
limiters employed (Bermejo and Staniforth 1992).

2.22.22.22.2.3.3.3.3 TCTCTCTCQPFsQPFsQPFsQPFs basedbasedbasedbased onononon numericalnumericalnumericalnumerical weatherweatherweatherweather predictionpredictionpredictionprediction modelsmodelsmodelsmodels
Xiao et al. (2006) introduced a radar reflectivity data assimilation scheme within the

fifth-generation Pennsylvania State University–National Center for Atmospheric Research
Mesoscale Model (MM5) three-dimensional variational data assimilation (3DVAR) system.
The model total water mixing ratio was used as a control variable. A warm-rain process, its
linear, and its adjoint were incorporated into the system to partition the moisture and
hydrometeor increments.

Zhao and Jin (2008) also investigated the role of radar data assimilation in the QPF for
hurricane Isabel (2003). Radar observations of reflectivity and Doppler radial velocity from
five WSR-88D radars in the landfall area during the hurricane landfall period were collected
and assimilated into COAMPS using a variational approach. Zhao and Xue (2009)
assimilated the Z and Vr data from two coastal operational WSR-88D radars to investigate
the QPF for the landfalling Hurricane Ike (2008), using the ARPS 3DVAR and cloud analysis
package through 30-min assimilation cycles. The prediction with both the Z and Vr data
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assimilated also represented highest equitable threat scores of rainfall in the first 10 h.
Additionally, airborne Doppler radar data were also used in assimilation to improve TC

QPFs. Pu et al. (2009) used airborne Doppler radar data collected during the NASA Tropical
Cloud Systems and Processes (TCSP) field experiment in July 2005 to examine the impact of
airborne radar observations on the short-range numerical simulation of hurricane track,
intensity changes, as well as rainfall.

2.22.22.22.2.4.4.4.4 SuperensembleSuperensembleSuperensembleSuperensemble QPFsQPFsQPFsQPFs forforforfor TCsTCsTCsTCs
Cartwright and Krishnamurti (2007) introduced a regional superensemble consisting of

12–60-h daily quantitative precipitation forecasts from six models. The computation of the
superensemble forecast required a training and a forecast phase with all member models and
observations available. The superensemble technique used a regular multiple regression
method to obtain the regression coefficients for each ensemble forecast at each grid point for
each forecast time. The superensemble seemingly pinpointed the locations of the most intense
precipitation, which improved the ETS values.

2.22.22.22.2.5.5.5.5 FFFForecastersorecastersorecastersorecasters techniquetechniquetechniquetechnique forforforfor diagnosingdiagnosingdiagnosingdiagnosing areasareasareasareas ofofofof extremeextremeextremeextreme rainfallrainfallrainfallrainfall
The turning of winds with height, mostly between the 850hPa and 500hPa levels, has

been used by forecasters for decades to diagnose likely regions of thermal advection and thus
ascent and descent, but due to its roots in geostrophic theory, the diagnostic is generally not
applied in the tropics. An exception is staff at the Severe Weather Section in the Brisbane
office of the Australian Bureau of Meteorology. After more than ten years of use, they have
found the anti-cyclonic turning of winds with height to be an important indicator for extreme
tropical and sub-tropical rainfall (Bonell and Callaghan 2008; Callaghan and Bonell 2005;
see also the numerous rainfall event reports at,
http://www.bom.gov.au/hydro/flood/qld/fld_reports/reports.shtml).

The diagnostic technique have been used to investigated several extreme rainfall events
associated with tropical cyclones around the globe such as typhoon Bilis (2006）, Hurricane
Mitch (1998), and Tropical Storm Chataan (2002) etc. Results show that the heavy rainfall
area was associated with warm air advection at 700hPa.

2.32.32.32.3 QPF/QPEQPF/QPEQPF/QPEQPF/QPE operationaloperationaloperationaloperational developmentdevelopmentdevelopmentdevelopment
2.32.32.32.3.1.1.1.1 QPF/QPEQPF/QPEQPF/QPEQPF/QPE systemssystemssystemssystems

Based on FY2C stationary satelite data, TBB gradient, offset of cloud body and its
moving speed etc. are selected to build regression equation to estimate TC rainfall in China.
Blending the estimated rainfall rate and rain gauges, TC rainfall distribution products at 0.1
º×0.1º resolution over China are made in 1 hr, 3 hr and 24 hr intervals. Besides, a Multimodel
Ensemble QPF System has been developed to estimate TC rainfall by National
Meteorological Center. Similar disparity parameter and gradual classification method are
used to analyze the outputs from different operational models such as CMA, ECMWF, JMA
and NCEP etc, provide QPF products of TC rainfall within 24 hr.

In USA, Tropical Rainfall Potential (TRaP) system takes the latest microwave rain rate
data from DMSP, SSM/I, AMSU, or TRMM/TMI and performs an extrapolation of the rain
rate values based on the latest forecast track and speed of the storm. Ensemble Tropical
Rainfall Potential Product (eTRaP) is a simple ensemble of 6-hourly TRaP, in which a
satellite “member” is included when its path passes over the TC, and “members” are
weighted according to age of pass and past performance of sensor. It provides products 4
times a day at 0315, 0915, 1515, and 2115 UTC.

JMA Ensemble Prediction System (EPS) includes Weekly EPS and Typhoon EPS, and
the main differences between the two are singular vector (SV) target area and operational
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form. The initial conditions of ensemble member are defined by adding (subtracting) initial
perturbation, which is generated by SVs to the control analysis field.

Hong Kong Observatory develops a nowcasting rainstorm forecasting system called
RAPIDS (Rainstorm Analysis & Prediction Integrated Data-processing System) to blend or
merge the SWIRLS with NWP. SWIRLS makes use of raingauge data over Hong Kong to
calibrate radar reflectivity in real time, however, it becomes less skillful with time when the
rainstorm motion is erratic or when echoes develop or dissipate rapidly.

2.3.2.3.2.3.2.3.2222 VerificationVerificationVerificationVerification forforforfor TCTCTCTCQPFsQPFsQPFsQPFs
It is generally accepted that QPSs must first be validated against observations to identify

model limitations and biases and possible areas for improvement in the forecasts. Standard
QPF validation techniques, such as bias and equitable threat scores (ETSs), can be used to
assess some aspects of TC QPFs. However, an additional set of QPF validation techniques
specific to TCs is needed in order to evaluate the ability of the models to predict rainfall
attributes unique to TCs, such as the extreme rain amounts so often responsible for the death
and damage accompanying landfall (Marchok et al. 2007).

3333 RecommendationsRecommendationsRecommendationsRecommendations
To meet the needs of TC-related disaster mitigation, observational and forecasting

techniques relating to heavy rainfall caused by LTCs still require urgent improvements and
significant development.

Heavy rainfall and flooding caused by LTCs are recognized as extreme weather events,
but the science behind the behaviors of LTC rainfall is not currently understood to a great
enough extent.

For numerical modeling, differences in the resolution and microphysical
parameterization likely cause distinct QPFs. Further improvements in microphysical and
boundary layer parameterization are required to obtain successful TC QPFs.

For data assimilation, more realistic microphysics scheme needs to be included in the
radar data assimilation.

One of the major reasons for the slow pace of improvement in TC QPFs may be
deficiencies in the collection and assimilation of real-time inner core data into numerical
weather prediction models. Due to cloud and rain effect, satellite retrieved products usually
have large uncertainties under cloudy and precipitating areas, thus most of the cloudy and
rain-effected data are rejected during the quality control procedures in data assimilation.
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Comparative Study on QPE Methods of X-band Polarimetric Radar

in a Typhoon Event in South China
BinBinBinBin WANG,WANG,WANG,WANG, YanjiaoYanjiaoYanjiaoYanjiao XIAOXIAOXIAOXIAO

Institute of Heavy Rain, China Meteorological Administration, Wuhan

In this paper, several QPE methods based on X-band polarimetric radar measurements
are evaluated by comparing retrieved rainfall rate with rain gauges data in a typhoon
event in South China on 5 August, 2009. The first QPE approach is built based on
Gamma drop size distribution (DSD) from polarimetric radar measurements. Other
algorithms are to compute precipitation amount by using relationships between
rainfall rate and polarimetric radar measurements with three empirical equations R
(ZH), R (ZH, ZDR) and R (KDP, ZDR, ZH), respectively. Comparing retrieved results
from these QPE methods with one hour rainfall amounts from rain gauges, their
performances are evaluated and error effects on QPE are qualitatively analyzed. And,
a preliminary discussion of Gamma DSD retrieval method is conducted.
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B3.1 
 

A Multiscale Observation Error Estimation Scheme for QPE Using 
Local High Resolution Radar 

P E SHUCKSMITH1, G L AUSTIN1, L SUTHERLAND-STACEY1
 

1University of Auckland, Auckland, New Zealand, pshucksmith@orcon.net.nz 
 
 
1. Introduction 
 
It is well known that there are myriad sources of error associated with the retrieval of 
surface rainfall rate from radar reflectivity measurements made aloft (for example, see 
Villarini and Krajewski, 2010). Some of these sources of error, such as the uncertainty 
in the observed rainfall’s drop size distribution and the resulting effect on the Z-R 
relationship, have been researched extensively over the past several decades. Fewer 
studies have focussed on the fundamental sampling error associated with the 
measurement of precipitation at spatial resolutions and at sampling intervals that are 
coarse compared to precipitation systems’ decorrelation length and time.  

From the studies that have been undertaken it is evident that this source of error is very 
significant and could dominate over other sources of error in many cases. For instance, 
Fabry et al. (1994) studied one hour of high resolution data, downgrading it to a range of 
spatial and temporal resolutions. For this case, they found that a 39% error was 
introduced into a 5 minute rainfall accumulation solely from downgrading a radar’s 
spatial and temporal resolution to 2 km and 5 minutes respectively. Similar results were 
observed by Piccolo and Chirico (2005) who looked at error due to temporal sampling at 
three different accumulation spatial scales and by Jordan et al. (2000) who found that 
among other results, the error due to decreasing sampling resolution to 5 km was of the 
order of 100% of the mean rainfall rate.  

Lack of attention to this error source could perhaps be because there is little which can 
be done to improve the spatial sampling of existing fixed radar networks without 
increasing the density of the network or changing the fundamental parameters of the 
radars. Decreasing the sampling interval of the same radars may be impractical for 
operational reasons, particularly if a slow Doppler scan is incorporated in the scan cycle. 

As well as affecting a radar’s ability to measure fine scale structure in precipitation 
systems, the spatial resolution of a radar, if it is coarser than the observed rain field, can 
also lead to an overestimation of precipitation area and intensity. These latter effects 
are due to non-uniform beam filling and incomplete beam filling problems. The temporal 
resolution, dependent upon the radar’s sampling rate, determines a radar’s ability to 
observe a rain field’s evolution as well as to better track its movement. Fabry et al. 
(1994) found this to be particularly important regarding 5 minute rainfall accumulations.  

The ability to estimate the magnitude of this error using only the low resolution data, 
along with supplementary data such as that from rain gauges, would allow, after 
combination with estimates of other error sources, the creation of an ensemble of 
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B3.2 
 

possible rain states that could be used to evaluate a quantitative precipitation forecast 
or be input into a hydrological model.

2. Dataset 
 
The data used for the analysis
Auckland Trailer Radar over a three month deployment in the central North Island of 
New Zealand during the winter of 2009. 
selected as being significant. 
20 km so that a comprehensive multiple elevation scan regime was not required, 
reducing the radar’s sampling period 
1.8° beam stays relatively narrow over the data domain
(when an adjustment for the 
scan elevation of 6° were processed onto a Cartesian 
Across the whole domain, an ave
more conservative estimate of the radar’s spatial resolution.

Figure 1: University of Auckland Trailer Radar deployed at a farm near Mangakino
New Zealand. 

3. Method 
 
To investigate quantifiably how sampling errors can affect the estimation of rainfall 
accumulation, spatial temporal sampling error plots of 10
were generated for the 48 selected
suggested by Fabry et al. (1994).

ates that could be used to evaluate a quantitative precipitation forecast 
or be input into a hydrological model. 

The data used for the analysis presented here was collected using the University of 
Auckland Trailer Radar over a three month deployment in the central North Island of 
New Zealand during the winter of 2009. Over this period 48 rainfall events 
selected as being significant. The radar was operated to observe precipitation out to 

km so that a comprehensive multiple elevation scan regime was not required, 
reducing the radar’s sampling period to around 50 s. At these near ranges, the radar’s 

relatively narrow over the data domain, expanding to 800
 rotation of the dish is included). The data from a single 

ion of 6° were processed onto a Cartesian grid with a pixel length of 200
Across the whole domain, an average pixel length of around 400–500
more conservative estimate of the radar’s spatial resolution. 

: University of Auckland Trailer Radar deployed at a farm near Mangakino

To investigate quantifiably how sampling errors can affect the estimation of rainfall 
accumulation, spatial temporal sampling error plots of 10 minute rainfall accumulations 

the 48 selected events in the dataset. This type of plot was originally 
Fabry et al. (1994). 

ates that could be used to evaluate a quantitative precipitation forecast 

was collected using the University of 
Auckland Trailer Radar over a three month deployment in the central North Island of 

Over this period 48 rainfall events were 
to observe precipitation out to 

km so that a comprehensive multiple elevation scan regime was not required, 
ranges, the radar’s 

800 m at 20 km 
). The data from a single 

grid with a pixel length of 200 m. 
500 m would be a 

 

: University of Auckland Trailer Radar deployed at a farm near Mangakino, 

To investigate quantifiably how sampling errors can affect the estimation of rainfall 
minute rainfall accumulations 

events in the dataset. This type of plot was originally 
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Spatial temporal sampling error plots are generated by progressively downgrading the 
spatial and temporal resolution of the high resolution radar images and comparing them 
to the original image. The spatial resolution is downgraded by averaging radar 
reflectivity, Z, in space in a manner physically analogous to increasing the sampling 
volume (assuming reflectivity is uniform with height). Temporal resolution is 
downgraded by sampling only every nth (for n = 2,3,…) radar frame when constructing 
the 10 minute accumulation, simulating an increase in the sampling period of n times 
the original interval. The accumulation is then determined using an advection based 
interpolation scheme similar to that of Method 1 from Fabry et al. (1994). The rainfall 
accumulation between consecutive radar scans is generated by translating the earlier 
frame in the direction of diagnosed echo motion for half of the sampling period whilst 
accumulating at each one second step of the translation while the latter frame is 
translated in the opposite direction for the second half of the period in the same manner. 

The comparison between the downgraded accumulation and the original high resolution 
accumulation is made by 

NMAE =  
〈|�� − ��|〉�>�⋁�>�

〈��〉�>�
 

Where Li and Hi represent rainfall depth (in mm) in a single pixel from the downgraded 
and original resolution accumulations respectively, 〈… 〉���⋁��� indicates calculating the 
mean over all pixels with intensities greater than T mm in either the downgraded or 
original resolution accumulations. This gives the per pixel mean absolute error (MAE) as 
a fraction of the mean per pixel rainfall accumulation for all pixels with intensities over a 
certain threshold. This is termed normalized mean absolute error (NMAE) in the 
following analysis. 

3. Results 
 
A typical spatial temporal sampling error diagram is shown in Figure 2. The diagram 
shows that the magnitude of the error due to sampling is very significant. We see that 
for 2000 m and 5 minute sampling, the sampling error is of a magnitude of 40% of the 
mean rainfall accumulation.  
 
It is evident that when observing with lower spatial resolutions, the temporal resolution 
is not as important as it is with higher spatial resolution observations. It is also the case 
that with low temporal resolutions it is not very beneficial in terms of the error in rainfall 
accumulation to increase the spatial resolution of the measurement.  
 
It is apparent that the sampling errors are greatest for rainfall with shorter length scales. 
This is because the overestimation in precipitation area seen with a low spatial 
resolution observation is more severe for rainfall with length scales closer to or smaller 
than the size of the low resolution pixel. Also, small scale precipitation possesses much 
shorter temporal evolution times (Venugopal et al., 1999) so that the radar sampling 
rate is much more important for capturing evolution of the rainfall field at these scales.  
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Figure 2: Spatial temporal sampling 
event on 4th August 2009. Contours show normalized mean absolute error.

Figure 3: Normalized mean absolute error
2000 m, as a function of an event’s
fitted returning an R2 value of 0.92.

sampling error diagram for a mixed convective/stratiform
2009. Contours show normalized mean absolute error.

: Normalized mean absolute error, due to spatially averaging radar data to
m, as a function of an event’s mean spatial decorrelation length. A curve has been 

value of 0.92. 

 
mixed convective/stratiform 

2009. Contours show normalized mean absolute error. 

 
due to spatially averaging radar data to 

. A curve has been 
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The relationship between sampling error and precipitation systems’ spatial scales is 
evident in Figure 3 which plots the mean NMAE over an event that is introduced by 
downgrading spatial resolution to 2000 m as a function of the mean decorrelation length 
of the event. The mean decorrelation length is able to account for 92% of the variance 
in the mean error with a threshold in the rainfall accumulation amount corresponding to 
rainfall rates of greater than 1 mm/hr. If a higher threshold is used, such as for 
accumulations corresponding to 10 mm/hr the strength of this relationship decreases so 
that the decorrelation length explains only 55% of the variance in the error. 
 
The shape of this diagram, indicating the relative importance of temporal resolution to 
sampling resolution also varies between events. A much weaker relationship with 
decorrelation length is found however. Similarly, its dependence upon the mean rainfall 
intensity is also weak. 

4. Conclusion 
 
Spatial temporal sampling error diagrams have been created for 48 rainfall events 
showing normalized mean absolute error due to sampling effects for 10 minute rainfall 
accumulations. These errors were of significant magnitudes, varying from 20% to 70% 
of the mean accumulated rainfall. A strong relationship was discovered between the 
magnitude of the sampling error and the mean decorrelation length of an event, with 
longer decorrelation lengths resulting in lower error. This relationship is weaker when 
considering only more intense rainfall, such as for mean 10 minute rainfall rates of 
10 mm/hr and above. An estimate of this sampling error could be included in a more 
comprehensive radar error model to improve the estimation of the total measurement 
error so that more representative ensembles could be generated for use with 
probabilistic quantitative precipitation forecasting and hydrology.  
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1.1.1.1. IntroductionIntroductionIntroductionIntroduction
The improvement for radar data derived quantitative precipitation

estimation (QPE) has been a challenge task in radar meteorology since the
first weather radar was used to measure precipitation in 1940s (Cheng,1994).
This is due to many factors affecting the accuracy for radar derived
precipitation. One of most important factors is the variation of the relationship
(Z-I) between radar observed reflectivity (Z) and precipitation intensity (I). It is
generally accepted that the Z-I relationships may be much different for different
precipitation types. Therefore, there have been many methods presented to
classify the convective and stratiform precipitation echo of radar, which were
use to estimate precipitation using different Z-I relationships (Steiner et al.,
1995, Rosenfeld et al. ,1995, Houze 1997, Biggerstaff et al. , 2000).
Following this methodology in this paper, fuzzy neural network (FNN) was
presented to identify precipitation types from radar echoes, which were applied
to QPE using different Z-I relationships.

2.2.2.2. DataDataDataData usedusedusedused
Data used in this study were radar reflectivity data obtained from an

S-band Doppler radar located at Heifei (31°52′1″N, 117°15′28″E), Anhui, China,
and precipitation data from the raingauge network associated with the Heifei
radar. The radar was operated with 1° beamwidth. The scan strategy for the
radar was VCP11 or VCP 21, which completed a volume scan in five or six
minutes. The VCP11 scan strategy had 14 elevations (0.5°, 1.45°, 2.4°, 3.35°,
4.3°, 5.25°, 6.2°, 7.5°, 8.7°, 10.0°, 12.0°, 14.0°, 16.7° and 19.5°) and the
VCP21 scan strategy had 9 elevations (0.5°, 1.45°, 2.4°, 3.35°, 4.3°, 6.0°, 9.9°,
14.6° and 19.5°). The radar data were interpolated form polar coordinates to
Cartesian coordinates using interpolation method. The horizontal domain of
the grid was 301×301 with 1km×1km resolution, and the vertical domain of the
grid was 15 with 1km resolution.

3.3.3.3. FuzzyFuzzyFuzzyFuzzy neuralneuralneuralneural networknetworknetworknetwork usedusedusedused
Artificial neural network has been theoretically proved to have capability to

solve many complex non-linear problems, and actually already applied to
many different fields, such as time serial forecast, pattern recognition and
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2

process control etc. The key for neural network application is to select the right
type of network and how to train the network with samples. Actually there are
neural network types, such as perception, error back propagation neural
network, radial basis function neural network, compete neural network
self-organization map neural network, Hopfield neural network and support
vector machine etc (Principe et al., 2006; Simon, 2006; Martin T, 2006; Wang,
1998). Training method of neural networks includes supervised learning and
unsupervised learning etc.

It is generally accepted that the FNN, composed of fuzzy logic and artificial
neural network, is suitable for classification and pattern recognition. Therefore,
in this study, Co-Active Neuro-Fuzzy Inference System (CANFIS) (Wang,
1998; Principe, 2000; http://www.neurosolutions.com/) was used to classify
the radar echoes as convective or stratiform. The CANFIS is shown in Fig. 1,
which is composed of input layer, middle layer with upper layer (fuzzy logical
layer) and lower layer (feedforward neural network layer), composed layer
and output layer.

Fig. 1 The schematic for FNN
In this study, linear functions are used in the layers of input, output and the

lower layer of the middle layer, bell fuzzy function and normalized distribution
function are used for the upper layer of the middle layer, and a combined
function is applied to composed layer. Mean squared error (MSE)，normalized
mean squared error ((((NMSE)))) and percentage error (%Error) are applied as
criterion functions. Four classification parameters are radar reflectivity (Zc),
horizontal reflectivity gradient (Gh), vertical reflectivity lapse rate (Vd), and
echo-top height (H).

4444.... TheTheTheThe identificationidentificationidentificationidentification ofofofof convectiveconvectiveconvectiveconvective andandandand stratiformstratiformstratiformstratiform basedbasedbasedbased onononon CANFISCANFISCANFISCANFIS
(a)(a)(a)(a) ChoiceChoiceChoiceChoice forforforfor ttttrainingrainingrainingraining samplessamplessamplessamples

Before networks were trained, the samples were identified through human
experiment method (HEM) and mathematical algorithm (MA). Based on Xiao
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et al. (2007), the HEM obtained examples from suitable data sets. The
identification of convective and stratiform was derived from the conceptual
model presented by Houze (1997) in which convective is associated with one
or more cores while stratiform includes bright band or weak echoes. The MA is
based on improved SHY95 (ISHY95) (Steiner et al., 1995).
(b)(b)(b)(b) CrossCrossCrossCross estimationestimationestimationestimation ofofofof identificationidentificationidentificationidentification

We used four cases in the cross estimation listed in Table 1, in which data
a was used to train the networks and data b was used to estimate the result of
classification, vice versa. Fig. 2 shows examples for these identifications for a
squall line case at 0114 BJT on 18 July 2003. From the figure, it can be seen
that the patterns derived from the two algorithms are nearly the same. But
weak reflectivity echoes for stratiform were incorrectly classified as convective
by SHY95, which was successfully avoided by CANFIS. Therefore, CANFIS
achieved better results than SHY95, which were also observed in all cases in
this study.

Table 1 Radar Data Used for Cross Estimation of Identification
Data Pair Flag Time Images

1 a 0000-0200 BJT on 18 July 2003 4
b 0500-0700 BJT on 06 July 2003 5

2 a 0700-0900 BJT on 09 July 2007 6

b 1100-1300 BJT on 08 July 2007 7

6.6.6.6. QQQQuantitativeuantitativeuantitativeuantitative precipitationprecipitationprecipitationprecipitation estimationestimationestimationestimation
In 2003, floods occurred in the Huaihe River basin. Huaihe River water

Fig. 2 (a) The image of radar
reflectivity at the altitude of
3km from Heifei radar for 0114
BJT on 18 July 2003, (b)
SHY95, and (c) CANFIS
(data-1b for training and
data-1a for classification).

-139-



4

level reached the highest record since the founding of People's Republic of
China in 1949, which was caused by heavy precipitation events frequently
occurred from June to October 2003. In this study, three heavy precipitation
events, listed in Table 2, were used to investigate the quantitative precipitation
estimation from radar data.

Table 2 Heavy precipitation events occurred in Huaihe regions in 2003
Cases Last Time (hour)

0000 BJT 29 June to 2300 BJT 3 July 120
0000 BJT 4 July to 2300 BJT 7 July 96
0000 BJT 8 July to 2300 BJT 11 July 96

Table 3 The CC and RMSE derived from the radar obtained QPE using
Z-Is for the stratiform , convective, and mixture of stratiform and convective
respectively with and without rain gauge calibration for the cases in 2003

Cases
(No. used) Z-I

No Gauge Calibration Gauge Calibration
CC RMSE CC RMSE

0000 BJT 29
June to 2300 BJT
3 July (534)

Z=200R1.6 0.85 3.88 0.96 1.48
Z=300R1.4 0.85 3.88 0.95 1.59

MCS 0.84 3.72 0.97 1.29
0000 BJT 4 July
to 2300 BJT 7
July (189)

Z=200R1.6 0.91 7.86 0.99 1.77
Z=300R1.4 0.90 7.08 0.99 2.02

MCS 0.90 7.01 0.99 1.67
0000 BJT 8 July
to 2300 BJT 11
July 2 (814)

Z=200R1.6 0.76 4.13 0.98 1.09
Z=300R1.4 0.76 4.17 0.97 1.26

MCS 0.76 4.02 0.98 1.07

In order to achieve the better QPE, Z=200R1.6 and Z=300R1.4 were used to
estimate precipitation for stratiform and convective respectively identified by
FNN technique described in the previous section, which is named mixture for
convective and stratiform (MCS) in this paper. Z=200R1.6 and Z=300R1.4 were
also applied to the QPE for the comparison with the MCS. The calibration
algorithms using hourly rain gauge data were also applied to above
investigations. Table 3 summarizes these investigations.

From Table 3, it can be seen that the CC and RMSE significantly vary from
case to case for the QPE algorithms without calibration. And the three
algorithms nearly achieve the same CC but the MCS has the smallest RMSE.
The MSC only obtains slightly better results than other algorithms, which may
suggest two Z-I relations selected cannot represent actual Z-I relations. The
similar results can also be observed for the calibration algorithms. However, it
can be seen that the calibration algorithms achieve much better scores than
the algorithms without calibration. These arise from the fact that the same rain
gauge data were used for both calibration and validation in this study.
Therefore, the better scores shown only indicate the improved upper limits for
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these calibration algorithms.
7.7.7.7. ConclusionConclusionConclusionConclusion

Based on three-dimensional characteristics of S-band Doppler radar
observed reflectivity including reflectivity, horizontal gradient, vertical
integrated liquid water content and echo-top height, an algorithm was
presented to automatically classify the radar observed echoes as convective
and stratiform precipitation using fuzzy logical neural network (FLNN). And the
convective and stratiform Z-I relationships were used to estimate precipitation
for the identified convective and stratiform echoes respectively for both
algorithms with and without rain-gauge calibration in this paper. In order to
examine the above algorithms, the case studies were carried out in this
investigation using the data observed by the S-band radar located in Hefei,
Anhui with the associated rain-gauges from 2002 to 2007. The results show
the FLNN classification algorithm can achieve better performance of echo
classification than the algorithm of Steiner et al. (1995). And the presented
precipitation algorithm can improve the estimation of precipitation obtained by
the use of the single Z-I relationship only for both algorithms with and without
rain-gauge calibration.
AcknowledgementsAcknowledgementsAcknowledgementsAcknowledgements.... The radar and rain gauge data were provided by the
Information Office of Atmospheric Sciences, Chinese Academy of
Meteorological Sciences.
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Mesoscale Analysis of A Severe Convective Event in Chongqing by 

LAPS 
LI Hongli  PENG Juxiang 

Institute of Heavy Rain, CMA, Wuhan 
Abstract 

    Mesoscale reanalysis fields are built to accurately describe the mesoscale 
system by LAPS ingesting sev eral types  of dat a such as satellite, dopplar  
radar, radiosonde, surface and automatic observations. We use these fields to 
study the local strong convective event  in Chongqing from 5 to 6 June 2010.  
The results show that the supercell sto rm is the main i mpact system, which is  
triggered by convective cloud moving east from Chuanxi plat eau. In the first 
period of the strong convective event Chongqing surface is heating rapidly by 
solar radiation. The instability energy is very strong. It is dry in the middle and 
high levels and wet in the low lev el. A dry and warm cover occurs at 800hPa,  
which limits the inst ability in the low level. T riggered by the convective cloud,  
the instability energy releases violently , which causes the strong convectiv e 
event with high wind, hail and heavy rain.  
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               CINRAD Warning Index  

of Local Extremely Torrential Rain in Huaihe Valley 

 

   Jianhong Wang ， Chunsheng Miao ， Shuqin Sun ， 

          Qun Wang ，Xiaocheng Wang  

   1  Jiangsu Key Lab of Meteorological Disaster and College of Atmospheric 
Sciences, Nanjing University of Information Science & Technology , Najing 
210044,China, jhwang@nuist.edu.cn 

2  Yancheng Meteorological Bureau,Yancheng 224001,China  
 

With the products of Doppler weather radar at Yancheng City in lower 
Huaihe River Valley during early summer, including the radar echo and the 
radial velocity, and based on analysis of the half hourly rainfall data from 
Jianhu, the precipitation intensity, the precipitation periods, and the general 
circulation background,  two classified indexes of  extremely precipitation 
warning are established. (1) The combined Perison-III warning index of radar 
echo intensity and rainfall process. (2) The joint probability warning index of 
the radar echo intensity, the radial velocity and precipitation system vertical 
dynamic structure. The main conclusions are as follows:  

(1) According to historical precipitation data, P-III statistic method can 
provide seasonal climate extremes of the local precipitation. But its predicting 
capability of extreme value is relatively low.  

(2) The combined P-III index established relationship between the radar 
echo classification and the dynamic features of rainfall events. The warning 
index combined the statistic probability of the radar echo classification and 
dynamics of precipitation process, it improves the pure statistic calculation and 
supports the extremely precipitation warning with more reasonability.  

(3) To extract the precipitation system vertical dynamic structures from the 
radar radial velocity distributions, the joint probability warning index of 
extremely precipitation adds another reference of rainfall vertical environment 
than the combined P-III index. The joint probability index used more powerful 
monitoring information of radar products, and provides a comprehensive 
dynamic statistics warning for the extremely precipitation.  

(4) For better application of the two indexes, a practical interface of the 
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warning index is built, it provides a convenient platform of extremely prediction 
warning and prediction. 
Key words: Huaihe river， the extreme rainfall events,  the radar warning 
index,  the combined P-III distribution，the Joint probability distribution  
Sponsored by  the S N S F  of China，40776017,  the H RR F20080170,  
 the State 908 2654and the State 908， the meteorological funding of Huaihe 
River valley.  
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Research of Rainfall Estimation using X-Band Polarimetric Radar 
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1Department of Atmospheric Physics, Nanjing University of Information & 

Technology, Nanjing,  
2Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing, 
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1. Introduction 

After sev eral d ecades o f research, p olarimetric w eather r adar i s n ow g radually u sed i nto 
operational observation to improve the measurement accuracy of  rainfall as compared with the 
conventional Doppler weather radar. (Bringi and Chandrasekar 2001; Ryzhkov 2003). The three 
key p arameters o f p olarimetric w eather r adar a re h orizontal polarization (ZH), di fferential 
reflectivity ( ZDR) an d specific d ifferential p hase ( KDP). W ith at tenuation co rrection issues 
properly a ddressed, s ome a dvantages of  X -band p olarimetric r adar h ave b een i ncreasingly 
evident over longer wavelength radar operating at C or S band. The sensitivity of KDP is the one 
of the most s ignificant advantages. F or the same r ain r ate, KDP at X -band wavelength is more 
than three times larger than that at S band, and about twice as large as that at C band. In addition, 
KDP can be immune to radar miscalibration, microwave attenuation, and partial beam blockage. It 
is also less contaminated by hail and is less affected by drop size distribution (DSD) variations 
(Zrnic and Ryzhkov 1996). Combination of KDP and ZH can improve the rain rate estimation to 
some extent, which is frequently used for self-consistency of the calibration and retrieval process. 

In this paper, we make use of self-consistent attenuation correction, which was modified by 
Park et a l. in 2005 to correct ZH and KDP. Meanwhile, Time Weight Average method (TWA) is 
presented t o average K DP and Z H in order to  f orm th e in itial KDP field a nd Z H field, a nd also 
retrieve the intensity of regional rainfall to get a more accurate distribution of the precipitation. 
Section 2 describes TWA method and the attenuation correction method in detail. In Section 3, 
TWA method is tested in a field experiment by 714XD P-A Radar during the period of May 2007, 
in Yitong of  J ilin P rovince, C hina, along with the high r esolution r ain-gauges. S ummary an d 
discussion is in Section 4. 
 
2. Theory 
2.1 Attenuation in atmosphere 

Attenuation in atmosphere is always ignored during the signal processing of S-band, C-band, 
even X-band Radar. Oxygen and water vapor are main gas media which cause the attenuation of 
radar s ignal. A s to U laby e t a l. ( 1981), t he a ttenuation caused by  a tmosphere w ill i ncrease 
linearly with the distance. So the signal attenuation at X-band could be corrected by the following 
algorithm: 

96.0)( 03.0))(( rdBZrZ g
H ∗≈∆              (1) 

Where r is in kilometer, )()( rZ g
H∆ represents the attenuation which is caused by atmosphere by 

the distance of r . 
 

-145-

mailto:milo118@126.com�
bgb
Typewritten Text
B3-7

bgb
Typewritten Text



2.2 KDP-ZH Correction 
The qua ntitative us e of t he X-band p ower m easurements r equires u se o f 

attenuation-correction procedures. In this study, the self-consistent method of ZPHI by Bringi et 
al. (2001), the modified method by Park et al. (2005), and Hu zhiqun et al. (2008) are employed. 
We correct the ZH and KDP for the test in the nest section. 
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Fig. 1 the relationship between KDP and ZH, (a) is before attenuation, and (b) is after attenuation 
correction. 
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Figure 1 has shown the relationship between KDP and ZH before and after attenuation correction. 
Comparing Fig.1(a) with (b), it is shown that, for a given KDP, the corrected ZH values are much 
more assembling than the uncorrected. When the ZH values are smaller than 30 dBZ, the values 
of KDP are instable. Otherwise, KDP values keeps increasing with ZH. This fact is consistency with 
the conclusions of Ryzhkov et al. (2003) and Park et al. (2005) 
 
2.3 Time Weight Average Method (TWA) 

Time Weight Average M ethod, f irst pr oposed by  L i J iantong e t a l. ( 2005) was a pplied i n 
precipitation estimation by conventional Doppler weather radar. In this paper, we use this method 
to average the polarimetric variables (KDP and ZH) in order to form a more accuracy radar initial 
field.TWA method makes a comprehensive consideration not only at spatial coherence, but time 
consistency as well. 

In the method, select typical PPI images, which are at the same elevation angle and observed 
in the same hour. According to the interval of observation time between the adjacent images, we 
determine value of time weight coefficient. 
Figure 2 is the schema of TWA method. Suppose there are three PPI images at the same elevation 
angle which were observed in the same hour, such as t1, t2, and t3. The amount of rainfall in this 
hour can be retrieved by the accumulated radar echoes observed in the time period of A, B and C. 
Point a and b are the midpoints of t2 and t1, t3 and t2, respectively. 

 
Fig. 2 The schema of TWA method 

The equations are as follows, KDP and ZH are the radar initial fields of KDP and ZH. 
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3. Observation and comparison 
Supported by Institute of Atmospheric Physics, Chinese Academy of Sciences, 714XD P-A 

Radar is X-band dual polarimetric radar (XPOL), was operated at Yitong (43.16N, 125.5E) China, 
with the altitude of 342.5m. Figure 1 shows the location of the radar. 

A significant period of convectional rainfall occurred during the period 15th -16th May, 2007. 
714XD gathered plate scan data measuring the following polarimetric variables: ZH, ZDR, KDP and 
correlation c oefficient. We c hoose 8 P PI i mages dur ing t he hour  o f 20: 00~21:00, 15 th May t o 
establish the radar initial fields. 

The gauge rain rate data supplied by Jilin Weather Modification Office is as the standard to 
inspect and verify the initial field of polarimetric variables.  
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Table 2 the coefficients of the formula at polarimetric parameters 
Formula a b Correlation coefficient 

b
HaZI =  0.03925 0.4032 0.78 

b
HaZI = (TWA) 0.01864 0.5546 0.914 

b
DPaKI =  5.515 0.766 0.865 

b
DPaKI = (TWA) 11.04 0.7908 0.945 
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               Fig.3 (a)                               Fig.3 (b) 

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

10

实测降水量（mm/h）

雷
达
反
演
降
水
量
（

m
m
/h
）

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

10

实测降水量（mm/h）

雷
达
反
演
降
水
量
（

m
m
/h
）

 

               Fig.3 (c)                               Fig.3 (d) 
Fig.3 Comparisons between the rain rate retrieved by variables of ZH and KDP, and the rain rate 

observed by rain-gauges. (a) is the rain rate retrieved before the ZH initial field; (b) is the rain rate 
retrieved after the ZH initial field; (c) is the rain rate retrieved before the KDP initial field; (d) is 

the rain rate retrieved after the KDP initial field. 
Comparing (a) w ith (b ), t he discrete points ar e more assembling after co rrected b y T WA 

method, a nd the co rrelation coefficient of ( b) i s better than ( a). (c) and (d) a re with t he s ame 
feature. Meanwhile, Comparing (b) with (d), we find that the rain rate retrieved by ZH is more 
consistency when the rain rate is lignter than 4 mm/h, while the rain rate retrieved by KDP is more 
coherent when the rain rate is heavier than 5 mm/h.  
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4. Summary and discussion 
(1) T he T WA method comprehensively considers the t ime co nsistency b etween t he radar 
detection a nd t he observation of r ain-gauge, s o i t c an i mprove t he c apability o f r adar da ta t o 
describe the strong center and spatial distribution of the rainfall. Thus, it meets the demands of 
regional rainfall estimation by radar and rain-gauge on the initial field of radar echo. 
 (2) The values of KDP for light rain are too small, which results in instable quality and larger 
error. Therefore, reflectivity and specific d ifferential phase should be combined together in the 
ZH-KDP method to correct the attenuation error. 
(3) The correction of KDP-ZH needs a more profound calculation so as to improve the correlation 
coefficient, and also get a more accuracy rain rate distribution. 
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Abstract 
 

The main purpose of hydrological service is to provide real-time decision-making 
support for flood-related disaster management and water resources management. 
Precipitation inputs are used in hydrologic runoff and snow-melt models to generate 
estimates of discharges and stages of streamflow, or used in flash flood prediction 
models to issue early warning of rainfall-triggered sediment disasters. Therefore, 
precipitation inputs, strongly influence real-time hydrologic forecasts. Precipitation 
inputs consist of quantitative precipitation estimations (QPEs), satellite-based 
precipitation measurements, and quantitative precipitation forecasts (QPFs). The 
accuracy of hydrologic products is largely dependent on the accuracy of QPE and skill 
of QPF. 
 
This paper describes briefly the hydrological service and its input, hydrological 
modeling approaches and hydrological perspectives on QPE/QPF in aspects of 
catchment hydrological forecasting, sediment disaster and flash flood prediction, 
reservoir operation and etc. It analyses the possible reasons that QPE/QPF products 
have not been used very extensively in aspects of hydrological service and 
water-related disaster reduction. The paper finally points out that QPE/QPF for 
hydrologic forecasting and prediction could be strengthened through an end-to-end 
evaluation that assesses QPE/QPF quality and impacts on flood and streamflow 
products, and direct communications between meteorologists and hydrologists should 
be engaged in real time operational forecasting to understand each other. 
 
1. Hydrological service and its inputs 
 
Hydrologic services are products that provide technical information that can be used 
in water-related reduction, water resource management, water rights administration, 
water planning, and water environment protection. Hydrologic services enhance or 
complement the usefulness of weather forecasts with new hydrological service, 
hydrologic techniques developed for operational use and advanced hydrologic 
products (i.e., river stage forecasts, flood inundation maps) that meet user needs. 
 
A broad set of users from various fields rely on hydrologic information to mitigate 
damage from floods and droughts and make decisions that save lives and property. 
Decisions for efficient water resource use are increasingly based on hydrologic 
forecasts across wide-ranging temporal (day-to-day, seasonal, inter-annual, decades 
and longer) and spatial (local, regional, continental) scales. This diversity of needs 
and services requires a variety of hydro-meteorological and hydro-climate forecasts.  
 
Damages from droughts not withstanding, the needs for timely and accurate 
hydrologic predictions most strongly relate to floods and fast rising river levels. The 
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lead-time for mitigating flood damages is much shorter than that of mitigating and 
planning for circumstances of drought; for this reason, hydrologic services most often 
emphasize accurate hydrologic predictions for flooding scenarios. 
 
The basic structure of a hydrological service system involves data inputs, model’s 
response and product outputs (figure 1). For the outputs aiming to the especial 
purposes, the requirements to the data inputs may be variable on the spatial and 
temporal scale as mentioned above. 
 
Precipitation inputs, including real time observation and whether forecasting, are used 
in hydrologic runoff and snow-melt models to generate estimates of rates and stages 
of streamflow or used in flash flood prediction models to issue early warning of 
rainfall-triggered sediment disasters. Therefore, hydrometeorological inputs, generally, 
and precipitation inputs, specifically, strongly influence real-time hydrologic forecasts. 
Hydrometeorological inputs consist of quantitative precipitation estimations (QPEs), 
satellite-based precipitation measurements, and quantitative precipitation forecasts 
(QPFs). The accuracy of hydrologic products is largely dependent on the accuracy of 
QPE and the skill of QPF.  
 
Historically, precipitation analysis 
operations in hydrological models 
and methods have been based on 
interpolation of gage observations 
to mean areal precipitation (MAP) 
within individual hydrologic basins. 
Nowadays, with an abroad 
application of weather radars and 
satellite images, the radar-based 
precipitation processing system 
and satellite-based precipitation 
processing system are developed 
and applied. Accordingly, the finer 
spatial and temporal scales 
precipitation products (QPE/QPF) 
would be available and applicable 
for better hydrological service.  
 
2. Hydrological modeling approaches  
 
There are a number of hydrological models/methods available for hydrological service 
at present, including lumped modeling and distributed modeling.  
 
As hydrological traditional model, the lumped modeling are commonly used as main 
approaches in the real time operational flood forecasting, in which where the 
catchment behaviour is described by catchment scale parameters as a unit. The 
spatial resolution is linked to the schematization of the basin, which can be considered 
as a single element or an ensemble of sub-basins. In order to get the appropriate 
model’s parameters, a large river basin is usually divided into several or decades 
forecasting catchments based on the feature of topographic and geographic, type of 
soil, vegetation, the distribution of rainfall and hydrological observation stations, and 

Hydrological 
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and/or 
Method 

Input 
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Snowpack 

Precip- satellite
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Predictions
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River/Flood 
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Water Supply 

Irrigation 
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Fig. 1 Basic structure of hydrological service system 

-154-



 

the river system in the basin. The magnitude of the catchment area is usually variable 
from 102 to 103 km2. At present, the lumped models are dominative in hydrological 
service. 
 
As a new approach of hydrological modeling developed with development of Digital 
Earth, the distributed modeling describes the hydrologic processes at small scale and 
then adding these up and routing the flows through the landscape by taking an explicit 
account of spatial variability of processes, input, boundary conditions, land use and 
wathershed characteristics provided by Digital Elevation Models (DEM). The scale of 
model grid can vary from 101m x 101m up to 103 m x 103m with the catchment area 
and the purpose of modeling. Considering the limitation of DEM and the computing 
speed, the solution of 1km x 1km ~ 4km x 4km is usually adopted in the real-time 
operational use. 

 
Model resolution has been at the center of a debate in the hydrologic community 
about the advantages/disadvantages of lumped versus distributed models (Figure 2, 
Smith et al., 2004a.). One side of the debate notes that lumped models create coarse 
but accurate results, even though they do not effectively represent spatial variability of 
hydrologic processes, or intra-basin differences in elevation or terrain. Distributed 
models are designed to work at spatial and temporal scales finer than lumped models.  

 
The other side of the debate, the argument in favor of distributed models, posits that 
because distributed models can account for differences in site specific characteristics, 
including basin size, topography, land cover. It has not been popularly used in 
hydrological service yet because the precipitation inputs (QPE/QPF) do not meet the 
needs of spatial and temporal resolution of hydrologic models. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. Catchment hydrological forecasting 
 
Catchment hydrological forecasting is one of main tasks in hydrological service 
system. Its functions include providing short-term flood forecasting and long-term 

Fig. 2 Differences between lumped and distributed model approaches 
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water resources prediction. The spatial scale depends on what kind of hydrological 
model/method used in the system. As mentioned above, the catchment can vary from 
102 km2 to 103 km2 for lumped conceptual models and from 1km x 1km ~ 4km x 4km 
for distributed models in the real-time use.  

 
The time resolution depends on the objective of the forecasting and the time scale of 
the catchment response. In the most cases, 6-hourly rainfall are sufficient for real-time 
flood forecasting, but in rapidly responding catchments where an accurate 
representation of the peak is required, rainfall input must have a finer resolution. 
Considering the rapid flow concentration in mountainous catchments, hourly rainfall is 
required. In the flat catchments daily rainfall might be sufficient. It is strongly 
suggested to use data in hourly resolution for hydrological distributed modeling.  

 
The lead time of flood forecasting varies with the size of catchment and the availability 
of forecasted rainfall. Without the rainfall forecasting, theoretically, the maximum lead 
time is the concentration time of flow in the river basin after precipitation falls on the 
ground. The desired forecasting lead time may vary from several hours to several 
days according to the decision targets. 

 
(1) Forecasting for early warning. hydrologists are required to provide river flood 

prediction products with lead time of 3 days at least to decision makers for flood 
disaster preparedness including warning issuing, dweller evacuation from flood prone 
area, material redeploying for flood defense and etc. In some main rivers, the lead 
time might be expected up to one week for some key points in downstream.  

  
(2) Forecasting for real-time flood control. Based upon real-time observed 

rainfall and river stream flow and the operation of water projects, hydrologists are 
required to provide continual flood forecasting to the whole river system from 
upstream to downstream with lead time of 1 day at least or nowcasting for flood 
fighting, water dispatching and water projects operation. 

 
(3) Forecasting for flood disaster rehabilitation. In order to meet the demands of 

promoting what is beneficial and abolishing what is harmful, hydrologists are required 
to provide the recession prediction up to 30 days in advance. 

 
The basic meteorological inputs for catchment hydrological forecasting are rainfall and 
potential evapotranspiration (optional). If snow melt has to be represented, 
temperature and radiation (optional) data are required. The precipitation falling in 
different area (catchment) will cause the totally different flood situation and the totally 
different flood control response, rainfall forecasting products are strongly expected to 
aim at the given river basin or catchment for special purposes of hydrology and/or 
decision-making of flood control (it is usually issued by regions, like eastern or 
northwestern part of a country).  
 
Based on the above discussion, the requirements on QPE and QPF for catchment 
hydrological forecasting may be described as following: 
 

(1) As input of the hydrological lumped modeling, the 6 hourly QPEs/QPFs with 
the lead-time of 1-3 days are required to be downscaled to the desired 
catchment-scale (101~103 km2).  
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(2) As input of the hydrological distributed modeling, the hourly QPEs/QPFs with 

the lead-time of 1-3 days are required to be downscaled to the desired gird (less than 
101km x 101km). 

 
The rainfall in the period of the lead-time of flood forecasting will become the most 
important factor for the decision-making at the emergency moment, even thought only 
several millimeters. Therefore, the accuracy of QPF is judged crazily sometimes. 
  
4. Sediment disaster and flash flood forecasting and warning 

 
4.1 Sediment Disaster Forecasting and Warning 
 
The largest basic influences on the occurrence of sediment-related disasters are 
topography and geology, and heavy rain acts as the catalyst. At the present moment, 
the technique of properly and theoretical analyzing occurrences of rainfall-triggered 
sediment-related disasters is still in the experimental stage. 
 
Typhoon committee (TC) Working Group on Hydrology (WGH) conducted a project 
named “Sediment Disaster (including debris flow and landslide) Forecasting and 
Warning System” led by Japan. This project provided a forecasting method (a kind of 
statistic method) of occurrence of rainfall-triggered sediment disaster.  
 
It is considered that sediment disaster does not occur only due to rainfall but terrain, 
geology and forest are involved complicatedly and optimum rainfall index will vary 
from a region to another. In the method, Critical Line (CL), Warning Standard Line (WL) 
and Evacuation Standard Line (EL) are set up based on historical record 
(retrospective QPE). Figure 3 shows setting of sediment disaster CL and Figure 4 
shows general expression for EL and WL.  
 
 
 

 

 

 

 

 

 

 

 

 

 

 

In this method, QPE, nowcasting and QPF with short time-interval (normally 
10-minute, 30-minute, 1-hour rainfall, etc) are expected. Even though minutes 
lead-time (nowcasting products) would play very important role in sediment disaster 
reduction, especially mortality risk reduction. 
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4.2 Flash flood forecasting and warning 
 
A flash flood can be defined as: “a flood that rises and falls quite rapidly with little or no 
advance warning, usually as a result of intense rainfall over a relatively small area”. 
Flash floods are distinguished from other types of flooding by the short timescales 
over which flood-producing rainfall occurs (generally less than 6 hours) and the small 
spatial scales (generally less than 1000 km2) of drainage basins in which flooding 
occurs. Most flash floods occur at night and, as would be expected, produce the most 
damage in urban areas. Aside from intense rainfall and small net storm motion, 
factors that contribute strongly to flash flooding are low permeability or saturated soils, 
impervious ground surfaces, and steep slopes. Failure of small to medium-sized dams, 
including debris dams, contributes significantly to the fatalities and damage 
associated with flash floods.  
 
The purposes of flash flood forecasting are to provide flash flood watch and warning. 
Flash flood watching is to (1) inform the public of hydro-meteorological conditions 
which may cause flooding when the flooding is neither certain nor imminent; (2) 
provide advance notice on flooding possible within 36 hours; and (3) enable decision 
makers to monitor conditions more closely and elevate flood mitigation resources to a 
higher state of readiness.  
 
Flash flood warning is to (1) issue when flooding is imminent; (2) provide advance 
notification of short-fused flood events which require immediate action to protect lives 
and property; (3) allow customers and partners to take immediate mitigation actions 
such as evacuation to higher ground. 
 
The physical processes causing flash floods and river floods are not much different; 
however, predictive uncertainties tend to be greater for flash floods than for river 
floods. This is partly due to errors in rainfall data which tend to average out over the 
larger spatial and temporal scales associated with river floods. In addition, predictive 
models for river floods can be calibrated using streamflow observations at forecast 
points. Most regions where flash flood predictions are required do not have 
streamflow gages, even rain gages. The historical sediments disaster and flash flood 
events and their corresponding rainfall record are also hard to collect. 
 
Both lumped and distributed models can be used in hydrological modeling of flash 
flood. Due to averagely Mean Area Precipitation (MAP), the high peak is very hard to 
be predicted by lumped models. With increasing of availability of geographic data and 
radar rainfall data, distributed or semi-distributed hydrological models are adopted 
widely in practice. The statistical model would be based on developing the frequency 
distribution of flooding at ungaged locations based on retrospective QPE data. 
 
The requirements on QPE/QPF for flash flood prediction could be described as 
(1)improved accurate high–resolution seamless hourly QPE; (2) hourly nowcasting; (3) 
hourly high quality seamless QPF.  
 
QPE and nowcasting are very important for flash flood warning. They refer to the 
estimation of rainfall up to the current time using multiple sensors (radar, rain gauges, 
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satellite estimates) and the forecasting of rainfall out to 1-3 hours in the future based 
heavily on current observed data.  
 
For flash flood forecasting and warning, it is expected that the precipitation analyses 
in a “basin world”, which means all calculations are done over the areas of small 
basins. The spatial scale of QPE/QPF is expected to be at 1km x 1km grid resolution. 
This gridded precipitation is then converted to Mean Area Precipitation (MAP) for a 
predefined set of watershed boundaries.  
 
The coupled meteorological–hydrological nature of flash floods is becoming more and 
more evident. Prediction of flash flooding events will require interactive meteorological 
and hydrological models that introduce the new weather radar data and include 
feedbacks from the near-surface soil water to the atmosphere. Coupled 
hydrological–meteorological models should be constructed in a manner that permits 
prediction of the time and space distribution of both the rainfall and the resultant 
flooding. 
 
5. Dam operation  
 
Dams (or reservoirs) are necessary infrastructure and plays a vital role in water supply, 
flood control, power generation, navigation, recreation, and environmental 
requirements, etc. Some dams might serve for single purpose, but the most dams 
serves for multi-purposes. Dam operators would consider many factors 
simultaneously when making water release decisions to accommodate competing 
objectives. Dam regulation manuals provide the operator with guidance or “rules” for 
release decisions that are often based on conditions of reservoir inflow, pool elevation, 
and downstream flow rates, etc. 
 
Reservoir regulation in flood season has to put the security of dam itself and flood 
security in downstream of the dam at the first priority, and then take into account the 
floodwater capture for water supply, power generation and agriculture irrigation, etc. 
The key variables governing the operation of flood control reservoirs are: (1) the 
available storage capacity, (2) the expected volume of inflow from an incoming flood, 
and (3) predicted precipitation in future. Although the residual storage is always 
known, the uncertainty regarding the expected inflow volumes and predicted 
precipitation makes dam operation a challenging task. 
 
The estimation of the expected inflow volume is one of the major products of the 
methodologies. Ultimately, the regulation schedules are defined based on this volume, 
and thus, the adopted procedure for its estimation has great influence over the results. 
The stored water in reservoir may has to be pre-released if the inflow volume is 
predicted too much. The outflow process is decided by shape of forecasted inflow 
hydrograph. 
 
The Consequently, hourly or 6-hourly QPE and QPF are essential and vital for the 
purpose of flood regulation, daily QPE and QPF would be enough for water resources 
regulation. One-day lead-time might be sufficient for small-scale reservoirs, However, 
1~3 days, even one-week lead-time would be required for medium- and large-scale 
reservoirs which have to take charge of the objective of flood control for its 
downstream. 
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6. Conclusions 
 
In hydrological modeling, there are three main sources of uncertainty: the input 
measurements; the precipitation forecast; and the hydrological modeling. The most 
significant improvements needed are without doubt to improve the spatial and 
temporal distribution of rainfall intensity which is one of the most crucial parts for 
successful hydrological modeling especially for basins characterized by a complex 
topography. The QPE/QPF with high spatial and temporal resolution which can meet 
the needs of hydrological modeling should be a very important factor to improve 
hydrological service.   
 
QPE/QPF products have not been used very extensively at present in the aspects of 
hydrological service and water-related disaster reduction. One reason could be that 
the sensors (radar and/or satellite) and technology for QPE/QPF procedures is not 
available and applied easily in many countries and regions. Another reason could be 
that QPE/QPF products were developed for meteorological, not hydrologic purposes, 
so verification aspects of accuracy and performance are neither consistent nor 
calibrated with hydrologic models. Unfitted spatial and temporal resolution of 
QPE/QPF has fallen short of convincing many hydrologists of their operational value. 
For these and maybe other reasons, QPE and QPF remain underutilized in 
generating hydrologic forecasts. 
 
QPE/QPF for hydrologic forecasting and prediction could be strengthened through an 
end-to-end evaluation that assesses QPE/QPF quality and impacts on flood and 
streamflow products for basins of diverse size and topography. Also the direct 
communications between meteorologists and hydrologists should be engaged in both 
research and real time operational forecasting to understand each other. 
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Abstract 

 

Traditional flood forecasting used observed rainfall as a model input thus limiting the 

forecast  lead  time  to  the  natural  flow  concentration  time  of  a  basin.  With  the 

currently available computer capacity, numerical weather predictions (NWP) models 

are being  introduced  for operational meteorological and hydrological  forecasts. The 

incorporation of NWP  into  a  reservoir  flood  forecasting  and  operation  system  can 

increase  forecast  lead  times  from  a  few  hours  to  a  few  days,  and  can  provide 

significantly improved early flood warning. 

 

The availability of multiple NWP models from various weather services such as China 

Meteorological  Administration,  Japan Meteorological  Agency,  European  Centre  for 

Medium‐Range  Weather  Forecasts  (ECMWF),  offers  a  new  opportunity  for  the 

development  of  hydro‐meteorological  coupling  and  flood  forecasting  &  operation 

coupling  systems  in  China.  It  aims  to  realize  the  combination  between  rainstorm 

forecast, flood prediction, and flood‐control regulation for a reservoir.   

 

This  paper  presents  a  case  study  using  NWP  models  for  flood  forecasting  and 

operation for the Three Gorges Project located on the Upper Yangtze River, which is 

one of the biggest hydropower‐complex projects in the world.   

 

The Three Gorges Dam experienced three major floods in the summer of 2010. In July, 

2010, it reached a flood peak of 70,000 cubic meters per second exceeding the peak 

in  1998  Yangtze  River  Floods.    During  that  time,  national  hydrological  forecasting 

service  issued  a  timely,  accurate  flood  forecasting  2  days  in  advance,  which  was 

performed  by  combining  NWPs  with  national  flood  forecasting  system.  It  also 

demonstrated  the  feasibility of using NWP models  for  improvement of hydrological 

forecasting. 

. 
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1. Introduction  
 
For many catchments, the primary source of streamflow forecast uncertainty is 
unknown future precipitation. The accuracy of weather forecasts has steadily 
improved over the years, but it has been challenging to integrate quantitative 
precipitation forecasts (QPF) into flood forecasting operations. The Australian 
Bureau of Meteorology has recently expanded its role in providing water information 
services and is interested in extending the leadtimes and accuracy of its short-term 
flow forecasts. Therefore, a study is being done to inform the development of 
Numerical Weather Prediction (NWP)-based streamflow forecasts in Australia.  
 
This article documents the preliminary findings of this study, including a review of the 
current situation of operational forecasting at the Bureau of Meteorology. It will 
document the expected NWP datasets that would be available for use. Finally, based 
on a survey of international practice and the research literature, it will identify 
expected barriers to more effective use of NWP in operational hydrology.  
 
2. Operational streamflow forecasting in Australia  
 
Australian operational streamflow forecasting practices have been discussed in more 
detail elsewhere (e.g. Pagano et al., 2009). Briefly, the Bureau of Meteorology has a 
data collection system for in-situ daily and sub-daily rainfall and streamflow 
measurements. In the face of a possible flood, the Bureau will use these data to 
force an event-based hydrologic model. Humans adjust the model parameters as the 
events unfold to keep simulated streamflow in line with the observed. Occasionally 
the Bureau will release quantitative forecasts (e.g. plots of the expected hydrograph) 
to an inner circle of decision-makers and other users, but the products to the public 
are largely categorical and/or qualitative (e.g. “This rain may cause strong rises in 
rivers and streams”).  
 
Streamflow forecasters commonly seek out Bureau meteorologists to obtain an 
expert opinion on expected future rainfall. The meteorologist may provide a range of 
possibilities to indicate the uncertainty (e.g. “It could be as bad as 150 mm, but 50 
mm is more likely”). The hydrologist may use this information in a crude sensitivity 
test to see if the heavier rainfall scenarios shift the event-based model’s guidance 
into a higher level of flood damage. Until recently, it was rare for hydrologists to use 
raw NWP quantitatively, instead relying on expert assessment of the output of a suite 
of many NWP models. Such reliance by hydrologists on human expert 
meteorologists is a common operational practice around the world (A. Wood, 
National Weather Service, Personal Communication, January 2010). 
 
Recently, the Bureau has been evaluating new tools for producing short-term 
streamflow forecasts. The components of a future flood forecast system may include 
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Deltares’ Flood Early Warning System (FEWS) and WIRADA’s Short-term Water 
Information Forecasting Tools (SWIFT, Pagano et al., 2010). FEWS is a complete 
forecast production system and may ease some of the operational challenges of 
ingesting, preparing and using NWP output. SWIFT is a semi-distributed rainfall-
runoff and river-routing modelling application that can be used by FEWS. The 
combined system is currently being run in an experimental pilot on the Ovens 
catchment in Victoria. The rainfall-runoff models are being forced by observed 
rainfall data and raw Australian NWP output (described in the following section).  
 
3. Australian weather guidance 
 
Kuzmin et al. (2007) provide a more detailed inventory of NWP products available for 
hydrological forecasting over Australia. The Bureau of Meteorology recently 
implemented the Australian Community Climate and Earth System Simulator 
(ACCESS) model for its weather forecasting. It is based on the Unified 
Model/Variational Assimilation (UM/VAR) system developed by the UK Met Office, 
and has been tested by research staff in the Centre for Australian Weather and 
Climate Research (CAWCR). The system recently underwent operational trials and 
configuration in the National Meteorological & Oceanographic Centre (NMOC). 
Parallel tests showed that ACCESS outperformed, by a significant margin, the 
previous generation of Australian NWP models.   
 
NWP System Domain Type Resolution Duration 

(hours) 
Runs (UTC) 

ACCESS-G Global A+F* N144 (80 km) +240 00,12 
ACCESS-R Regional A+F 0.375˚ (37.5 km) +72 00,12 
ACCESS-T Tropical A+F 0.375˚ (37.5 km) +72 00,12 
ACCESS-A Australia A+F 0.11˚ (12 km) +48 00,06,12,18 
 
 
 
ACCESS-C 

Brisbane Forc 0.05˚ (5 km)  
 
 
+36 
 

 
 
 
00,12 

Perth Forc 0.05˚ (5 km) 
Adelaide Forc 0.05˚ (5 km) 
VICTAS Forc 0.05˚ (5 km) 
Sydney Forc 0.05˚ (5 km) 

ACCESS-TC Tropical 
cyclone 

A+F 0.11˚ (12 km) +72 00,12 

Table 1. Resolutions/domains of Australian NWP models. Type “A+F” indicates 
assimilation and forecasting (“Forc”). Adapted from NMOC (2010).  
 
The ACCESS-Australia model (ACCESS-A) is run continent-wide at 12 km resolution 
while the City model (ACCESS-C) is run at 5 km over a limited domain (Table 1). 
WIRADA researchers will produce forecasts at a finer spatial scale (2-5 km) for 
selected study catchments to test the potential benefits of higher resolution runs.  
 
Until recently, the Bureau used its now-defunct NWP models to generate 85-km 
resolution ensemble rainfall forecasts. These results were combined with model 
outputs from six other operational weather forecasting centers to form a 100 km 
“Poor Man’s Ensemble” with leadtimes up to 7 days (Ebert, 2001). A similar multi-
model consensus product is going to serve as the base layer for the Graphical 
Forecast Editor (GFE, a full graphical forecast that includes adjustments by human 
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forecasters and will serve as the official forecast). In the meantime, ACCESS 
ensembles are planned but not yet available.  
 
The Bureau’s Short-Term Ensemble Prediction System (STEPS) currently produces 
fine resolution short-leadtime forecasts over parts of Australia. It is a multi-source 
blended system, developed in collaboration with the United Kingdom Met office 
(Bowler et al., 2006). In STEPS, the rainfall distribution is separated into different 
sizes of rainfall features. Large events are more predictable and small events have a 
shorter lifetime. Information from an NWP model and/or radar field is used to 
extrapolate/propagate larger rainfall features, whereas the smaller events are filled 
using a statistical method. Many scenarios are generated to represent various 
moving speeds for large events and different random statistics for small events, 
hence, it is an ensemble system. Currently, STEPS is only run in Australia as an 
hours-ahead extrapolation of observed radar data and does not use NWP.   
 
4. Limits to the use of NWP in hydrology 
 
Cloke and Pappenberger (2009) discussed the problems and challenges in the short 
to medium range hydrological ensemble prediction practices. They identified 7 
challenges in the hydrological ensemble forecast practice: 1) improving NWPs; 2) 
understanding the total uncertainty in the system; 3) data assimilation; 4) having 
enough case studies; 5) having enough computer power; 6) Ensemble prediction 
system operationalization; 7) communicating uncertainty and probabilistic forecasts. 
Nearly all of these challenges are relevant to the use of NWP and some are explored 
further in the following sections.  
 
Despite steady progress, poor skill of NWP model output remains a perennial 
complaint of hydrologists. NWP model output can have conditional and systematic 
biases.  For example, some NWP models perform better during winter than in 
summer (Buizza et al., 1999). The most skilful rainfall forecasts over Australia have 
strong synoptic forcing, such as tropical cyclones or mid-latitude systems (Ebert, 
2004). For most situations, displacement (i.e. rainfall location) is the dominant source 
of QPF error (Ebert and McBride, 2000). Australian operational hydrologists 
sometimes develop a “worst case scenario” by relocating the maximum rainfall in a 
given NWP field to over the catchment of interest.  
 
Although some may describe the skill of NWP as having “insufficient” accuracy for 
flood prediction, low discrimination (e.g. low probability of detecting events) is 
acceptable as long as reliability is high. Ideally, the forecasts should “do no harm” 
and at their worst be uninformative. Large systematic biases can affect reliability and 
should be corrected through the use of downscaling and/or bias correction, such as 
through the use of STEPS.    
 
A long record of historical forecasts is necessary for effective correction of 
systematic biases. High resolution retrospective NWP forecasts are invaluable, but 
seemingly unattainable beyond isolated case studies. Interestingly, researchers have 
used retrospective NWP forecasts from a very coarse (250 km) model and post 
processed them to make them more reliable than the state of the art uncorrected 
forecasts (Whitaker et al., 2006). 
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A further challenge for hydrologic forecasting is the quantification of total uncertainty. 
Most hydrologic forecasting applications consider only future climate uncertainty, e.g. 
through the use of NWP ensembles, ignoring past input error and structural error. 
The latter can be addressed through the use of an ensemble of hydrologic parameter 
sets, multiple models and/or post-processing. It is unknown how hydrologic data 
assimilation (e.g. state updating, error correction) will interact with NWP forcing data, 
particularly if the hydrologic model was calibrated using observed rainfall data.  
 
Finally, it is uncertain if NWP-forced hydrologic guidance could serve as a product 
for users. There is clear interest in having such guidance inform forecasters. 
However, there is a reluctance to expose users to raw guidance without the 
interpretive assistance of the forecaster. Furthermore, difficult situations arise when 
the NWP output is substantially different from the meteorologist’s official forecast.   
 
Acknowledgements  
 
This work is part of the water information research and development alliance between 
CSIRO’s Water for a Healthy Country Flagship and the Bureau of Meteorology.  
 
References  
 
Bowler, N., C. Pierce, and A.W. Seed, 2006: STEPS: A Probabilistic Precipitation 

Forecasting Scheme which Merges an Extrapolation Nowcast with Downscaled NWP. 
Q. J. R. Meteorol. Soc., 132, 2127-2155. 

Buizza R., M. Miller, and T.N. Palmer, 1999: Stochastic Representation of Model 
Uncertainties in the ECMWF Ensemble Prediction System. Q. J. R. Meteorol. Soc., 
125, 2887-2908.  

Cloke H.I. and F. Pappenberger, 2009: Ensemble Flood Forecast: a Review. J. Hydrol., 375, 
613-626. 

Ebert, E.E., 2001. Ability of a Poor Man's Ensemble to Predict the Probability and 
Distribution of Precipitation. Mon. Wea. Rev., 129(10), 2461-2480. 

Ebert, E. E., 2004: Accuracy of NWP Daily Rainfall Predictions for Hydrologic Basins, BMRC 
Research Report. Bureau of Meteorology, Melbourne, VIC, pp. 36. 

Ebert E.E. and J.L. McBride, 2000: Verification of Precipitation in Weather Systems: 
Determination of Systematic Errors. J. Hydrol., 239, 179-202. 

Kuzmin A. W., A. W. Seed, and J.P. Walker, 2007: Australian Government Bureau of 
Meteorology Forecast and Real-time Observational Hydrometeorological Data for 
Hydrologic Forecasting. eWater Technical Report, eWater Cooperative Research 
Centre, Canberra, ACT. 59 pp.  

NMOC, 2010: NMOC Operations Bulletin no. 80. Australian Bureau of Meteorology National 
Meteorological & Oceanographic Centre, Docklands, VIC. 11 pp.   

Pagano, T. C., H.A.P. Hapuarachchi and Q. J. Wang, 2009: Development and Testing of a 
Multi-Model Rainfall-Runoff Streamflow Forecasting Application. CSIRO, Melbourne, 
VIC. 40 pp.  

Pagano, T.C., H.A.P. Hapuarachchi, and Q.J. Wang, 2010: Continuous Rainfall-Runoff 
Model Comparison and Short-Term Daily Streamflow Forecast Skill Evaluation. 
CSIRO, Melbourne, VIC, Australia. 70 pp.  

Whitaker, J. S., X. Wei, and F. D. R. Vitart, 2006: Improving Week-2 Forecasts with 
Multimodel Reforecast Ensembles. Mon. Wea. Rev., 134(8), 2279-2284. 

-165-



 

 

 

Probabilistic flood prediction by TIGGE on upriver of Huaihe 

catchment 

Fuyou Tian1, Dan Qi1, Linna Zhao2, Hao Wu2, and Zhi Wang2 
1. National Meteorological Center, China Meteorological Administration, Beijing 100081, China 
2. Public Weather Service Center, China Meteorological Administration, Beijing 100081, China 

tianfy@cma.gov.cn 
1. Introduction 

 
Flooding is one o f the mos t challengi ng problems we facin g. Meteorologists an d h ydrologists pa y 
specially attention to t his problem, especially in China. Numerical weather prediction system output  
precipitation and temperature could be used as  driven of flood warning systems, and the forecast lead 
time be significantly increased  (Krzysztofowicz 2002). Th e meteorological element s us ed as the 
forcing fields of hydrological model i nputs and  i nitial field s h ave many un certainties. At mospheric 
and hy drological models involving parameter uncertainties are a k ind of approximation o f th e real 
meteorological and  hy drological process. T hese co mplex facto rs lead  to uncert ainty o f hydrological 
forecasting, and usually restraint the making of proper decisions.  
 
Uncertainties o f numerical p rediction come mainly from t he at mosphere initial stat e and the 
forecasting models, while the p robability forecasting is effecti ve in  t aking all th e uncert ainties i nto 
consideration. N o matter how a colle ction of members was form ed, ea ch member represents one 
possibility o f the fut ure weather stat us. W ith inte grating of all members t he probab ility of weather 
phenomena can be obtained, and  c onsequently the p robability of h ydrological p rocesses with these 
probability elem ents as driven. Curren tly, integr ating an EP S with flood  f orecasting and  warning 
systems has be en considered the f uture of  hydrology. Regu lar forec asts have b eing provided to  th e 
public and well feedback have been received (Krzysztofowicz 1998). Recently, European Flood Alert 
System (EFAS) has also established its probabilistic fore casts system which prov iding a  3-10  day 
probabilistic flood forecast products (Thielen 2009).  
 
2. The data and the test area 
 
2.1 The data  

 

The model outp ut to tal precipitation and tem perature d ata initialized at 0000 UTC prov ided by  the 
TIGGE ECMWF, NCEP and CMA ens emble systems were used as driven in t his study. Though al l 
the forecast days are longer than 10 days, only 24, 48, and 72 hours’ results were used o n account of 
the present setting of VIC. A detailed description of the characteristics of the ensemble systems would 
be referred to Matsueda et al (2008) and Zhao et al (2010). As the spatial resolution of VIC is 15km × 
15km, the bil inear interpolation method was employed. The test period lasts from July 23 to Aug 3,  
2008. For other parameters, the operational waterlog settings were employed as VIC also runs over the 
test catchment for waterlog forecasts. 
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2.2 Test area 

 
Huaihe Basin locates in the East China, and is  t he monsoon-humid areas and semi-humid cli mate 
transition region which leads to frequent drought and flood over t he Huaihe river b asin. The studied 
upriver of Dapoling-wangjiaba locates in the Dabie-mountain and Tongbai-mountains with a complex 
terrain co nditions (Fig. 1),  wher e the h ead sour ce of  Hu aihe River lie s. When heav y precipitation 
occurs in the upriver basin, the strea m merges into the mainstream rapidly, usually leads to the rapid 
increase o f water level and i mposes tremendous pre ssure to  t he outl ets of Xixian a nd Wangjiaba 
control station. However, the terrain of middle basin of Huaihe river basin is flat, where water flows 
slowly an d frequently  leads  to the happening of water-logging and  other disasters. T herefore, th e 
hydrological char acteristics of the mai n h ydrological control stations on the up river have important 
demonstrative significance. Therefore, th e Huaihe ri ver basin was chosen as the test area, especially 
the upri ver of the basin. The flo od forecasting of Xixian a nd Wangjiaba hydrological point ar e 
investigated in this paper. 

 
Fig. 1 Illustration of the test catchment 

 
3. Model description and experimental design  

 
The variab le infiltration capacity  ( VIC) hydrological model is  a co-developed large-scale 
semi-distributed hy drological mode. Th e inp uts ar e time series o f dail y o r sub-daily meteorological 
drivers such as precipitation and air temperature. This model was used as candidates in many projects 
such a s the In ter comparison o f Land-surface Parameterization Sche mes (PILPS) to  stu dy the 
applications in different climatic conditions from small-scale river basin to large-scales and the global 
scale. It is good at simulating the land-atmosphere fluxes and the energy and water balance at the land 
surface, and also be used for the water balance calculations, which compensate the description lack of 
energy on th e traditional process of hydrological model. VIC has been widely used as candidates in  
basins of the United States to test its performance and do flood forecast and runoff simulation. Some 
experiments have also been carried out by Xie et al (2007) and Liang et al (2001) over basins of China, 
and some good results been achieved. In this paper, a version developed by Liang et al (2001) and Xie 
et al (2007) with a new surface runoff parameterization scheme was used with the spatial resolution of 
15km × 15km. Fig. 2 shows the designed flow chart. 
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Fig.2 Designed flow chart of probabilistic hydro-meteorological Forecast with VIC 

 
4. Results  

 
3-day’s forecasts obtained with ECMWF, NCEP, CMA output temperature and total precipitation data 
at Xixian station was shown in Fig. 3 with the 5th and 95th percentile distribution. ECMWF gives a 
better result compared to NCEP and C MA. The peak was not well forecasted by any of the EPS and 
the Gra nd ensemble sho ws no s uperiorities, though the ten dency of the ris ing limb and the  coming 
recession limb was well indicated. It is considered that the rapid merging of water into the mainstream 
and complex topography are main reasons. 

 

Fig. 3 Comparison of 5th and 95th percentile discharge of simulation with model output temperature 
and total precipitation of ECMWF (a), NCEP (b), CMA (c) and Grand ensemble (d) with the 3-day’s 

lead time at Xixian  
Wangjiaba is the outlet of the wh ole test area. Fig.  4 sho ws that all th e EPS predicted the d ischarge 
well compared to Xixian station for which most of observation fall in the 5th-95th quantile though the 
NCEP h as a  severe underestimates. I t is much different fr om Xixian that a ll ECM WF, CMA and 
Grand ensemble simulated the peak well, and twice of timing and discharge thresholds of rinsing limb 
were ni cely captured (Fig. 4 ). It is a valuable reference fo r de cision-making. Bu t so mething still  
unsatisfactory is that the predicti on in the reces sion l imb i s ge nerally mu ch quick t han t he 
observations.  
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Fig. 4 The same as Fig.3, but at Wangjiaba.  

The Nash-sutcliff ef ficiency coeff icient was also obtained to assess the si mulated discharge of three 
EPS at Xixian and Wangjiaba station. The Nash-sutcliff efficiency coefficient was written as: 


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       (1 ) 

Where 0Q and sQ are observed a nd si mulated discharge, and 0Q is th e tim e av erage of  ob served 

discharge. A value of E  close to 1.0 indicates the good agreement of observation and the prediction 
(Nash and Sutcliffe 1970). It is obviously seen from table 2 that the best E  appeared with that driven 
by ECM WF which is 0.97  and  0.96 while t he worst E  appeared with NCEP. For Wang jiaba, the 
average of  E  with ECMWF is 0.68, which is much better than the other two EPS. The maximum, 
minimum a nd a verage E  were als o given in t able 2. Something must b e poi nted o ut is t hat other 
references should also be taken into consideration when you must make decision with these results to 
make sure not be confused. 

Table 2 Nash-Sutcliffe efficiency coefficient of Wangjiaba and Xixian 
  Wangjiaba Xixian 

  Max   Min Ave Max   Min Ave 
EC 0 .97 0.54  0.68  0.96 -0.15 0.26 

NCEP -1 .22 -1.47 -1.36 0.41 -0.08 0.21 
CMA 0 .74 0.28 0.51 0.76 -0.45 -0.13 

 
5. Conclusion and Discussions  

 
Driving by the TIGGE pro vided EC MWF, NCEP and CMA EPS ou tput to tal precipitation and 
temperature, disc harges at  Xixia n an d Wa ngjiaba control stations were simulated and comp ared to 
observation. It s eems t hat the result s are n ot in good consist ence with th e analysis of p recipitation 
(Zhao et al 2010). The performance of all three EPS at Xixian is not so satisfied, especially on the first 
onset of rising limb, while the tendency of the recession limb was well performed, but is much lower 
than the observation. At Wangjiaba, the performance is better than at Xixian station. All captured the 
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onset of the rising limb correctly in terms of timing and river discharge thresholds for the first and the 
second rising limb. The reason may be that Xixian station locates at the upriver of the entire basin with 
a very  comp lex te rrain a nd small dra inage ar ea. Xixian drainage area was incl uded in  Wangjiaba 
drainage area, and there is sufficient time for it to respond to the flood. Though ensemble systems are 
designed to capture all possible weather probabilities, it is still possible that severe even ts be entirely 
missed. In  c ontrast, M ulti-Model E PS p roduces more reliable res ults an d prov ides more v aluable 
information. 
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ABSTRACT 
Cameroon is located in the junction between Central Africa and West Africa  
     * Latitudes 2°N – 13°N 
     * Longitudes 8°E – 17°E  

Has a Humid Tropical climate in the south to a semi-arid and hot climate in the north 
It ha s a  s urface a rea of  475,442km2 with a  popul ation of  a bout 19.4 m illion i nhabitants and a  
coastline of about 402 km at the Gulf of Guinea. 
Four geographical regions stand out 

1. West/north west rolling hills and volcanic mountains. 
2. Low coastal plains of the south 
3. Central plateau  up to the midlands of the Adamawa plateau 
4. Northern plains from the midlands northward to lake Chad 

It is bordered in the North east by Chad, East by Central Africa Republic, West by Nigeria, South west to 
South east by Equatorial Guinea, Congo Brazzaville and the Democratic Republic of Congo as can  be 
seen from the map below 

 
 
  

 
 

 
 
Cameroon like most of the countries in the equatorial region experiences cases of extreme precipitation 
and subsequent flooding. 
The amount and frequency of extreme precipitation have tremendous socio-economic impacts in tropical 
countries in general and Cameroon in particular. The most r ecent and pertinent example is the cholera 
outbreak in the North of Cameroon in June 2010 after reported cases out flooding. More than 300 people 
are now known to have died from more 5 000 detected cases. The 7th August 2009 he avy down pour in 
Bamenda the North West region of Cameroon led to landslide which cut the main road linking the region 
with t he S outh of  the C ountry. E conomic a ctivities came t o a  s tandstill f or some da ys. The 22th J uly 
heavy rains and strong winds in Pouss, village in the Far North region leading to flooding, 13 people died 
and more than 600 rendered homeless. The government had to intervene by d ispatching emergency aid 
worth more than 100,000  000 CFA f rancs. Many ca ses of ex treme r ainfall ab ound in C ameroon w ith 
corresponding s ocio-economic co nsequences. E xtreme r ainfall ev ents a re u sually o bserved d uring t he 
peak periods in the climate calendar of Cameroon. The map below shows the peak for the various parts of 
the country. 
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There is a unimodal pattern in the Western and in the northern part of the country with the peak in July-
August-September period.  
The only difference is that, in the northern part of Cameroon, we have four to five months completely dry. 
The South experiences a bimodal rainfall pattern with one peak dur ing March-April-May and the other 
one in September-October periods. 
Considering t hat m ost of  the rainfall in C ameroon are from co nvective cl ouds, t hough w e h ave a lso 
orographic and advective, it means simply that heavy rains can  occur at any t ime in the course of the 
rainy season leading to floods and landslides, essentially during the  peak periods. 
The g lobal en ergy an d w ater cy cles ar e d riven b y h eating an d w ater v apor t ransport. The t ropics i n 
general are noted for sufficient solar energy and high relative humidity from water bodies, large 
equatorial forest and the ocean. These explore how moisture is distributed, vertically, horizontally, and 
temporally. The thermodynamic or static energy of the tropical atmosphere is used to distinguish between 
fair and stormy weather. 
The a ccidental r elief i n C ameroon f avours up lift a nd buoy ancy of  m oisture laden a re parcels. M ount 
Cameroon i s the h ighest i n t he C entral an d West A frican sub-regions w ith a  height o f a bout 4, 095m 
above sea level. 
The geographic location of the Country also plays a very great role in its rainfall patterns. The country 
having a co astline o f a bout 402k m, of ten has ons hore m oisture laden w inds from t he A tlantic Ocean 
which in contact w ith th e mountainous r elief triggers l arge-scale m echanisms f or l ifting ai r t o its 
condensation level adiabatically and subsequently showers. 
Another very important parameter is the position of the ITCZ. 
The above f actors an d o ther more made i s p ossible for t he NOAA/NCDC t o co me o ut w ith p laces o f 
extreme rainfall on the globe. The map below clearly elucidates this; 
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Cameroon is noted to be the continent’s highest spot in Extreme Annual rainfall in the tropics. The table 
below t estifies t his w ith D ebundscha on t he w est end of  m ount C ameroon r egistering on a verage 
10,287mm of rainfall annually. 
 
 
 

 

 

 

 

 

 

 

The Littoral region from statistics shows an all round rainfall scenario with highest of about 687.5mm on 
average in the month of August, and the lowest of about 27.5mm in the month of December. The chart 
below for July-August-September (JAS) peak season for Douala clearly elucidates the magnitude of the 
situation. Out of the 92 days of  the JAS season, some years registered 92 on 92 days of  rain, giving a  
proportion of  0.067 and a  return period of  about 15years with an exceedance probability of  6.7% in a  
year. The average for the period of study 1971-2000 is 75 days, the minimum being 54 days on 92.  

 

 

 

 

 

Highest Average Annual Precipitation Extremes in the Tropics  
 

Continent  Highest  
Avg.  
(mm)  

Place  Elevation  
(m)  

Years of Record  

1a South America  13299 ! ^  Lloro, Colombia  158.5*  29  
2 Asia  11872 !  Mawsynram, 

India  
1401.2 38  

3 Oceania  11684 !  Mt. Waialeale, 
Kauai, HI  

1569.1 30  

4 Africa  10287  Debundscha, 
Cameroon  

9.1 32  

1b South America  8992 ^  Quibdo, 
Colombia  

36.6 16  

5 Australia  8636  Bellenden Ker, 
Queensland  

1555.1 9  
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The government has not been indifferent to the situation. It has been mounting up efforts in order to avoid 
or minimize the socio-economic negative impacts of extreme rainfall in Cameroon.  

There has been forceful eviction of inhabitants from flooding prone areas; improvement of the drainage 
systems i n m ajor t owns b y l ocal g overnments b y o pening u p o f b locked sew erages; afforestation a nd 
reaforestation to improve on the land and conserve the soil; Widening of s tream channels in ci ties l ike 
Yaoundé (Mfoundi river) to minimize if not avoid flooding after a heavy down pour. 

Cameroon is exposed to a variety of hazards/disasters causing a h igh prevalence of risks; some of them 
are weather related. 

Floods, landslides and other related events are major and permanent threats to the survival  of populations 
and their goods from extreme rainfall;  accurate national mapping is an urgent necessity, to determine the 
risky a reas, a nd t o de fine t he s ectors  w here the p opulation c ould e ventually b e m oved in  to  s afety;  
appeal f or c ivic responsibility a nd g ood c itizenship is e ncouraged in o rder t o report a ll (major) cas es; 
providing the meteorological service with adequate tools ( infrastructure and personnel) will very much 
enable the institution to play i ts role of informing and securing inhabitants and goods from the extreme 
rainfall and its related consequences. 

 

Count of rainy days for JAS 1971 - 2000 

year 
2001 1998 1995 1992 1989 1986 1983 1980 1977 1974 1971 

Number of days with 1mm and above 
95 

90 

85 

80 

75 

70 

65 

60 

55 
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Fig1 The sketch map for ZhangHe Catchment 

The Flood Forecast Test on Quantitative Precipitation Forecast (QPF) 

Coupling with Hydrological Model 

Cui Chun-guang , Peng Tao ,Shen Tie-yuan ,Yin Zhi-yuan 
 Institute of Heavy Rain, CMA, Wuhan Hubei, 430074 , China; 

cgcui@whihr.com.cn 

1．Introduction 
Rainstorm is the major catastrophic weather affect China. Floods co me form torrential rains often 

brought huge losses to People's lives and property of the national economic construction. Precipitation 
in Foreseeable period has a direct impact on the accuracy of flood forecasting. The lon ger the period 
foreseen, the greater the impact on the forecast results. Therefore, the rainfall in foreseeable period and 
the flood f orecasting co upling tec hnology has gr adually been c oncerned by  majority of  hy drologist 
and meteorologist in recen t years (YANG Wen-fa,2003; WANG Qing-zai,2003; LI Chaoqun GUO Shenglian,2006). 
At present, w ith the rapid development of the numerical prediction‘s theory and methods, numerical 
prediction is now becoming an scientific method to achieve fixed, timing and q uantitative rainstorm 
precipitation, an d prov ide  strong  su pport fo r the estimates o f rainfall in fo reseeable perio d in 
Hydrological model. So under t he s upport of mesoscale rainstorm n umerical mo del fo recasting 
technique, comb ined wit h flood process of t he Z hangHe res ervoir basin  during the fl ood s eason in 
2008, th e paper made a pilot study o f short-term flood forecasting consid ering th e Preci pitation i n 
Foreseeable period. 

2．Summary of Research Area 
ZhangHe originated from the southern foot of 

Jingshan, Nanzhang co unty, Hu bei. It flo ws 
through counties and cit ies as  Baokang, Yuan’an, 
Jingmen and Dangyang etc. In Dangyang city, the 
two embouchures and wes t extension JuHe 
confluence, fu ll len gth of 20 2 k m. The basin a 
long strip, from northwest to southeast tilt, with an 
average length of 100 km and a width of 30 km, a 
drainage area of  2 980km2. Z hangHe re servoir 
located in Jingmen city, with catchment area 2212 
km2. The total storage capacity is 2.035 billion m3. 

（Fig. 1）                       

The basin belongs to the Middle Yangtze River 
subtropical mon soon area. The annual aver age 
rainfall is 1003.6mm with con centrating in the 
period fro m May to September . Rai nstorms happen fr equently with large rainfall  in tensity. Flo ods 
fluctuate g reatly. Af flux ti me i s sh ort. T he hydrological monitoring network i n t he basin is 
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homogeneous (Fig. 1). Thi s area is  also cover ed by  the Wuhan radar. T hese may help t he study o f 
short-term flood forecast. 

3．AREM forecast model 
Faced wit h the c hallenge of China's heavy rain numerical pr ediction, the majority of 

meteorologists make overall co nsideration o f Chi na region, t opographical feat ures an d th e complex 
evolution p rocess of water vapor, in  t he p rocess of developing numerical mo del with independent 
property rights, through the tireless  efforts, fiv e-layer fin e-mesh pri mitive equ ation p recipitation 
forecast model ( Xiaoping Zhou) an d R EM patterns (Ru-Cong Yu, etc.) ar e su ccessfully devel oped. 
Mesoscale numerical model AREM is d eveloped by  the Institu te of Heavy Rain, C MA, Wuhan, it 
evolved based on the fram ework of the REM model (developed by Institute of atmospheric physics, 
Chinese Academy of Sciences), from the AremV2.1, AremV2.3 to the current AremV3.0, it improves 
and perfects in the model resolution, mode standardization, lateral boundary conditions, the ph ysical 
parametric process, and dynamic initialization scheme, moreover, a complete set of t hree-dimensional 
variational assimilation program has been developed too, all of these form the Mesoscale numerical 
prediction model system for rain storm with h igh-resolution an d three-dimensional v ariational 
assimilation system(Cui Chun-guang,2007). 

Many years forecast results show that: AREM model has a strong ability for spatial and temporal 
distribution forecasting, it can more accurately  given the distri bution of the rain zone in rainy season 
in South China and rainy season of Yangtze River, the main precipitation Center and the in tensity of 
precipitation are clo se to the ac tual situ ation, as  regard to the  occurrence, development and the end 
time it can also be a good prediction model, further more it can correctly reflect space-time evolution 

characteristics of summer precipitation in southern China(Li-jun,2007). 

4．Hydrological Forecast model and its forecast results  
4.1 Hydrological Model Select  
   Based on the humid climate characteristics of research area, the paper select Xin'anjiang model as 
hydrological forecasting model, that i s widely  us ed at ho me and abro ad(Zhao Ren-jun,1984,1988; 
Song Xing-yuan,2005; Pengtao,201 0). The mo del ad opts t he co ncept of sto rage run-off and  
Muskingum a fflux, a nd h as the ch aracteristics of u nit, water sou rces and  afflux phase, with si mple 
structure, less parameters, which have a clear physical meaning, high accuracy. The model divide the 
whole catchment into unit catchment, and then the model make the run-off and afflux calculation after 
rain was consumed through evapotranspiration in each unit, and got the fl ux in the outlet of unit, and 
then calculate the flood in river, lastly make the sum of all afflux and get the whole flux of catchment. 
4.2 Assessment Index for Flood Forecast  

During the research, the Model effectivity, the percent of pass about flood peak and the hour rate 
for flood peak happening are selected to assess the model. 

(1) Model Effectivity 

 
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              （1） 

In the formula, DCj is the certainty coefficient for a flood process; among them, the yC(i) is the forecasting 
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result; y0(i) is the observation flux of f lood, y0 is the average of  actual f lux, M is  the whole nodes in a 
flood process. 

(2) The Percent of Pass about Flood Peak 

      %100 obvcalobvm QQQDQ                    （2） 

Among the formula, Qobv is the actual measured flow volume. Qcal is the simulated flow volume.  
(3) The hour rate for flood peak happening 

             3Qc QaDT T T                           （3） 

Among th e f ormula, the TQc is f orecasting occur rence ti me of the peak char ge. The T Qa is the 

occurrence time of peak charge. 
4.3 Forecast scheme and Forecast results 

Without considering precipitation i n future, when  we make t he forecas t, t he precipitation of the 
forecast for each moment is set as zero; in some forecast with considering the precipitation in future, 
the rainfall after forecast t ime shall be precipitation which  come form numerical model. During the 
test, we make the flood forecast, w hich consider the precipitation in future, with using the measured 
rainfall and AREM m odel predicted precipitation. In the f orecasting process, we use g round rainfal l 
stations or radar quantitative precipitation estimation technology to get t he t perio d measured rainfall 
before forecast time firstly, and then use AREM numerical models to obtain rainfall in future 12,24,36 
hours, lastly make the flood process forecast considering precipitation prediction in advance. 

In actual testing process, we carried out several studies combining with the flood process of basin in 
2008, In view of the length and the actual effect of the results calculated, this article only analyzed and 
summarized one process of the flood process results (Tab1,Fig 2), the results showed that: und er the 
conditions that the model forecast results are accurate, the forecast ,which consider rain in future, have 
obvious effect on flood forecast result, the relative error can be reduced by 50%, but when the time of 
prediction goes o n, rainfal l process ten ds to end, the i mpact of c onsidering the f uture rain on fl ood 
forecasting results also will be reduced. 

Table 1 flood process comparison considering expected flood flow of different phases 

Prediction time

Future 

precipitation 

（h） 

Actual peak 

discharge 

(m3/s) 

Simulation peak 

discharge 

(m3/s) 

Relative error 

(%) 

Time difference 

(h) 

deterministic 

coefficient 

7-22 08:00 

0 3 050 1496 50.95 30 -0.42 

12 3 050 1604 47.41 2 0.72 

24 3 050 2755 9.67 2 0.83 

36 3 050 2755 9.67 2 0.75 
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a, without precipitation in future b, with precipitation in 12 h future 

 
c, with precipitation in 24 h future d, with precipitation in 36 h future 

Figure2   flood discharge hydrograph considering expected flood flow of different phases 

5. Conclusions 
Precipitation is one of the most important information in flood forecasting, while precipitation in 

forecast period has a direct impact on the flood forecasting accuracy, the longer the foreseen period is, 
the greater the impact on the forecast result is. Therefore the article bases on previous human studies, 
takes the Zhang River Basin floods during the flood season in 2008 in Hubei for example, uses AREM 
model forecast results as precipitation in forecast period to input the hydrological model, and make the 
test on  the i mpact of c onsidering precipitation in fo recast pe riod on flood forecast re sults, its 
conclusions are as follows:  
 (1) Du ring the fl ood forecast, under the conditions of rai nfall occurring i n the future , compared 
without consid ering precipitation in forecas t period, the fl ood forecast result of considering 
precipitation in forecast period exist the obvious improvements, the max can get 50 % improvements, 
and it can make forecast on flood process in advance during the whole rain process.  
 (2) Although that the precipitation in fo recast period is cons idered, there still is the difference 
between the flood forecast result and actual condition, the differences shows that the forecast accuracy 
of the precipitation in forecast period need to be improved further. 

(3) The impact of the precipitation in forecast period on the flood forecast accuracy have been noted  
by mo re an d mor e hy drologist and meteorologist, modern weather fo recast t echnology pr ovides a 
good technical support to offer the precipitation in forecast period during the flood forecasting. With 
the devel opment o f modern operation system, es pecially is QPE and QPF, the high s patial and  
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temporal resolution weather forecast will provide the good technical support for flood forecasting. 
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1. Introduction 
As m odel forecasts and observations have i ncreased i n r esolution, n ew c hallenges i n e valuating t heir 
quality and performance have arisen.  T raditional grid-point comparisons break down because of small-
scale errors and double penalty issues associated with possible positioning errors.  These approaches often 
reward smoother (coarser scale) products without providing diagnostic information regarding the causes 
of performance issues, ev en i f t he h igher resolution models act ually p rovide m ore r ealistic an d u seful 
information.  Many new methods for evaluating high-resolution gridded products have been developed in 
recent y ears. A  m ajor i nternational intercomparison ef fort ( the Spatial F orecast Verification I nter-
Comparison Project: ICP) has improved understanding of the benefits and limitations of each method, and 
has clarified the types of information each provides about forecast performance.  The ICP has focused on 
application o f t he ne w methods t o evaluate p recipitation pr oducts.  R esults of  the ICP have i dentified 
specific categories of methods and have helped to characterize the attributes and capabilities of the new 
approaches. 
 
2. The ICP 
In the previous decade or so, with the onset of high-resolution weather forecast models, new challenges in 
forecast verification and product evaluation have b ecome evident.  Traditional forecast grid-point to 
observed g rid-point v erification t ypically r ewards sm oother ( less r esolved) f orecasts b ecause t hey ar e 
sensitive to small-scale errors and because of the double-penalty issue whereby the same position error 
will penalize a forecast for both misses and false alarms (e.g., Mass et al. 2002).  Furthermore, traditional 
methods do not discriminate types of errors that may be of interest in terms of improving forecast models 
or interpreting their output. 

These issues provided a focal point for the rapid development of newly proposed methods for verifying 
gridded forecasts against gridded observations in recent years.  T he brisk pace of development made i t 
difficult to assess which methods were best to use and what diagnostic information each method provided.  
Subsequently, the Spatial Forecast Verification ICP was organized to compare the various approaches and 
to document the benefits and limitation of each method.  Gilleland et al. (2009, 2010a) and Ahijevych et 
al. (2009) provide overviews of the project and a review of the methods that have been evaluated.   

The cases considered in the ICP include 24-h forecasts of 1-h precipitation from three configurations of 
the Wea ther Research an d Forecasting ( WRF) m odel, k nown pe rturbations o f one o f t hese c ases, a nd 
simple geometric cases with prescribed spatial displacement and/or spatial extent errors.  The geometric 
cases ar e s imple el liptical-shaped pr ecipitation pa tterns w ith c ommon f orecast e rrors, w hich provide 
useful information about the output of each method.  Perturbed “real” cases illustrate the capabilities of 
each method with more complex precipitation situations and similar errors to the geometric cases.  F or 
nine real WRF cases, a subjective evaluation was carried out to compare the human ranking to the spatial 
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verification methods, though subjective evaluations can be varied and even misleading.  More detailed 
information about the test cases and the subjective evaluations can be found in Ahijevych et al. (2009). 

3. Spatial verification methods 
One i mportant ou tcome of  t he I CP ha s be en t he c ategorization of  the n ew v erification m ethods into 
groupings that characterize the way they treat the spatial features and attributes. The four main categories 
of m ethods are de picted in F igure 1. Panel a ) sh ows a test cas e f rom t he I CP t hat i s su bsequently 
evaluated in the other panels by a representative from each of the method categories. It was found that the 
methods generally fall into one of two main categories: filter and displacement.    

The f iltering a pproach includes ne ighborhood m ethods a nd s cale s eparation m ethods, bo th of w hich 
measure forecast quality as a function of scale. Neighborhood methods (Fig. 1b) relax the requirement for 
an exact match by allowing forecasts within spatial neighborhoods of the observation to be counted as (at 
least partly) correct. Statistics are computed for a sequence of neighborhood sizes starting from a s ingle 
grid box (equivalent to traditional verification) and increasing to some much larger, but still meaningful, 
scale. Thus, this approach can provide forecast users with practical information on the scale at which an 
acceptable level of skill is attained.  Ebert (2008) pr ovides an e xcellent overview of these t ypes of 
approaches, which include the Fractions Skill Score (FSS) described by Mittermaier and Roberts (2010).  
Scale separation methods (Fig. 1c ) diagnose and estimate the errors at distinct scales. For example, 
performance at  small, m edium, an d l arge sca les may be ex amined sep arately using t hese ap proaches. 
Because different physical processes are associated with different spatial scales, this information can be 
very useful for model and forecast developers.  Examples of these methods include the wavelet approach 
by Briggs and Levine (1997) and the intensity-scale approach of Casati (2010). 

Forecast d isplacement approaches i nclude f eature-based methods (Fig. 1d)  that identify and evaluate 
objects of interest in the spatial fields, and field deformation methods (Fig. 1e) that alter the forecast to 
better m atch the obs ervations. F eature-based m ethods f ocus on  t he a ttributes of  w ell-defined sp atial 
objects such as rain areas or wind maxima. Matching of forecast and observed objects allows evaluation 
of errors i n t he l ocation, size, sh ape, and ot her a ttributes of the forecast objects, w hich give u seful 
information to both users and forecast developers. Even when matching is not possible, distributions of 
forecast an d o bserved f eature at tributes can b e co mpared t o a ssess f orecast r ealism. F ield d eformation 
methods us e morphing t echniques to s tretch a nd squeeze t he f orecast t o resemble the o bservations. I n 
contrast to feature-based methods, field deformation methods yield an array of vector location errors for 
the field. Once the forecast has been aligned with the observations, errors in amplitude can be measured. 
These methods are ideally suited for diagnosing phase errors. 

4. Comparison of types of methods 
Table 1 briefly summarizes the methods by category in the context of several aspects of forecast quality.  
It s hould be noted that w hile t he table g ives y es o r no a nswers f or c ategories of methods, the a nswer 
shown may not  a pply t o a  pa rticular m ethod i n t he c ategory.  F or e xample, w hile t he di splacement 
methods a re not  generally designed t o i nform about scales at which a forecast has skill, it is cer tainly 
possible to apply any of the methods to particular scales (e.g., an upscaled field).  The method by which 
MODE, a features-based displacement method (Davis et al. 2010), creates objects involves a convolution 
of the field using a user-defined radius.  The amount of convolution can be considered as a scale (similar 
to upscaling) so that skill at different scales can be obtained. 

All of the methods supply information about intensity errors, but they do s o in very di fferent ways.  A  
deformation ap proach, f or ex ample, t ypically co mputes t raditional v erification sco res t hat p ertain t o 
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intensity f or pr e- and pos t-deformed f ields.  N eighborhood m ethods a lso typically pr ovide traditional 
verification scores, but on filtered fields of different scales.  In this way, information is obtained about the 
scales where a forecast has skill. Contingency table information (i.e., h its, m isses, false al arms, and 
correct ne gatives) and binary scores are na turally summarized by neighborhood and s cale-separation 
methods.  Features-based methods provide a new way of determining such errors, where matched objects 
can be thought of as hits, and unmatched objects as misses or false alarms. 

5. Summary 
The v erification m ethods outlined i n t his pa per are described in m uch m ore d etail i n G illeland e t a l. 
(2009, 2010 a), a nd i n ot her papers t hat w ere p roduced as a result o f the I CP ( see 
http://www.ral.ucar.edu/projects/icp/index.html). Through the ICP, the capabilities of the various methods 
have been clearly delineated, and the advantages of each approach relative to traditional approaches have 
been characterized. 

Although most of the methods were developed using gridded precipitation forecasts and observations, and 
the ICP focused on precipitation, i t i s reasonable t o expect that most techniques w ill e asily t ransfer t o 
other s patial f ields.  Image w arping, f or e xample, h as be en a pplied successfully t o numerous types of 
fields including binary f ields, QPF, wind vector f ields, and an air quality f ield (Lindström et a l. 2011). 
MODE has been applied to simulated reflectivity fields during the HWT spring experiments (Kain et. al 
2010). Methods such as the wavelet approach of Briggs and Levine (1997) that did not work as well for 
precipitation fields, should prove useful for smoother products.  

The ICP website also provides links to software that can be used to apply some of the methods that have 
been described here.  The Model Evaluation Tools (MET) also includes capabilities for applying MODE, 
the intensity-scale approach, and several of the neighborhood methods.  MET is described in Fowler et al. 
(2010) and is a community-supported software available at http://www.dtcenter.org/met/users/.   

In the future, the ICP is expected to continue but with a slightly different focus.  For example, 
precipitation forecasts may continue to be of interest, but for regions with more complex terrain.  How 
will the different members handle non-homogeneous terrain, and will some methods perform better than 
others? In addition, the ICP is likely to begin to consider verification methods for other variables, such as 
wind, which also are difficult to evaluate in a meaningful way. 
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Table 1: Summary of the types of information that the general categories of methods can provide.  Entries represent 
general characteristic of the method type, and understood that there are exceptions among individual methods; see text 
for more information. 

Method category Scales 
with skill Location errors Intensity 

errors 
Structure 

errors 

Occurrence (hits, 
misses and false 

alarms) 

Neighborhood Yes No Yes No Yes 

Scale-separation Yes No Yes No Yes 

Features-based No Yes Yes Yes Yes 

Deformation No Yes Yes No No 
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Figure 1: From Gilleland et al. (2010a, Fig. 3).  Shows the 13 May 2005 ICP real test case, which is a 24-h accumulated 
precipitation forecast (in this case from the WRF 4-km NCEP model) along with the Stage II analysis field (panel a).  
Panel b depicts a simple neighborhood approach (upscaling) applied to the test case, panel c shows the scale separation 
wavelet decomposition to a binary difference field (i.e., part of the IS method) applied to the same test case.  Panel d) is an 
example of MODE (a feature-based method) and panel e is an example of an optical flow (a deformation approach) also 
applied to this test case. 
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Abstract 
 

 

Almost every rainy season in Indonesia, Jakarta experienced a flood disaster. The most 

significant reason of the disaster is the high rate of rain, since the rainy season in Indonesia 

starts in December until March. The rain intensity reached its peak in December-January-

February, with the greatest intensity towards the end of the month.  Eventually, water flowing 

into Jakarta overflows some of the city's flood control systems and causes devastation in 

these areas. Use of WRF model for process Quantitative Precipitation Forecasts have been 

used, the results were verified by using ROC curves by comparing the results of the In Situ 

measurements. Furthermore, the prediction model was built and flood warnings by using the 

results from radar, satellite and rain gauge as a source of observational data 

 

Keyword: Quantitative Precipitation Forecasts, flood forecasting, ROC Curve 
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1. Introduction 
 
Verification plays a crucial role in improvement of precipitation forecasts The Model Evaluation 

Tools (MET) software was designed to provide the numerical weather prediction community with 
quality software incorporating the latest advances in forecast verification, including methods for 
verifying quantitative precipitation forecasts (QPF).  

The recent addition of probabilistic and ensemble verification capabilities to the MET software 
has led to innovations demonstrated in the verification activities of two QPF projects in the United 
States. The Hydrometeorology Testbed (HMT) conducted an experiment examining heavy, prolonged 
winter precipitation. Prediction of convective precipitation was one focus of the Hazardous Weather 
Testbed (HWT) 2010 Spring Experiment. Examples from these projects demonstrating MET’s spatial, 
object-based verification of ensemble relative frequency (e.g. probability) and ensemble mean will be 
presented and compared to traditional methods.  In addition to verifying QPF, atmospheric river and 
radar reflectivity fields were evaluated using MET’s object based spatial verification. These examples 
illustrate the enhanced diagnostic information available from spatial verification versus traditional 
metrics. 

2. MET Software 
 

The MET verification software is designed to provide the numerical weather prediction 
community with a consistent means to verify model forecasts. Traditional verification measures for 
precipitation are available in MET. For precipitation, traditional verification often utilizes skill scores, 
such as the Threat Score, computed for cases that exceed some minimum precipitation amount. 
Unfortunately, for this type of verification, a shift in time or space of the forecast precipitation area can 
lead to the so-called “double penalty”, where the forecast is a false alarm and observation is missed 
event. Ensemble and probability forecasts contain more information than standard deterministic 
forecasts. Thus, though traditional methods and statistics can be applied, additional information is a 
benefit to the user.  

Recent additions to the MET software have enhanced the precipitation verification capabilities 
to address these issues. Ensemble means and probability values can be produced from a set of forecasts 
by a new MET preprocessing tool. Probabilistic forecasts are verified using traditional statistics such as 
Brier score, while ensemble mean and spread can be used to calculate the continuous ranked probability 
score (CRPS). Additionally, both types of forecasts can be used in advanced spatial verification 
techniques.  

MET’s object based spatial verification software, MODE (Method for Object-based Diagnostic 
Evaluation; Davis et al, 2009), can use ensemble means or ensemble probabilities to define forecast 
objects then compare these to objects identified in gridded observation fields. This software was 
developed on precipitation fields. However, it has also been successfully applied to other spatially 
coherent fields, such as radar echo top, atmospheric rivers, cloud percent, and winds.  

Although the software was created to work with the weather and research forecasting (WRF) 
model, MET can be used with any model in GRIB format. Users have reported success using MET with 
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both MM5 and GFS models. The most recent release of MET, version 3.0, also supports the netCDF 
format output from pinterp, the WRF ARW postprocessing tool.   

3. Model Data 
 

For the HWT spring experiment, the Center for the Analysis and Prediction of Storms (CAPS) 
produced ensemble forecasts from 26 unique 4-km WRF runs that utilize different cores and 
configurations (Jensen et al., 2010).  Products include accumulated precipitation, probability of 
precipitation, radar reflectivity, and radar echo top.  

The forecasts for the HMT effort come from the Division of Water Resources (DWR) 9-km nine 
member WRF-based ensemble (Jankov et al., 2007). The ensemble mean forecast is calculated by MET 
prior to evaluation.  

4. Observational Precipitation Data 
 

The accumulated precipitation, radar reflectivity, and radar echo top observations used during the 
HWT project come from the National Severe Storms Laboratory Q2 (second generation quantitative 
precipitation estimation, QPE) product (Zhang et al, 2009).  This product incorporates data from rain 
gauges, radar, satellite, and numerical models. 

For HMT, the gridded precipitation observations are from the Stage IV product, a multi-sensor 
(radar and rain gauges) composite rainfall estimate over the continental United States (CONUS). 
Precipitation analyses, including some manual quality control, are produced by the River Forecast 
Centers and merged together at National Center for Environmental Prediction within an hour of receipt 
(Lin and Mitchell, 2005).  

For verifying forecasts of atmospheric rivers during HMT, the gridded atmospheric river 
observation field is satellite-derived integrated water vapor (IWV) from the microwave sensors on 
polar-orbiting satellites, of which most is located in the surface layer (0-2 km) above the Pacific. Land 
values of IWV are not as credible as marine values, hence are not shown (Ralph et al., 2006). 

5. Results 

 
Figure 1: Total object count for HWT CAPS ensemble probability  >50% for 3-hour precipitation exceeding 12.7mm 
by lead time. 
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During the HWT project, precipitation objects, i.e. cohesive areas of precipitation, based on 
ensemble probability (probability of precipitation > 50% for 12.7mm in a 3 hour period) were identified 
for the entire 6 weeks of the project. Then total counts of both forecast and observed objects were 
accumulated for 3 hourly lead times and are shown in Figure 1. Since the issue time of all forecasts is 
0Z, the lead time also indicates the time of day. The model forecast too many objects in the earlier 
hours (3, 6, and 9), and too few objects in the remaining hours. A similar plot of the total object areas 
(not shown) shows that the objects cover more of the domain than the forecasts at all lead times except 
3 hours, when the areas are similar. The Brier Scores for all lead times are quite small, ranging from 
0.017 to 0.009. Since Brier Score is similar to mean squared error, these small values indicate a good 
forecast.  

In addition to examining precipitation, the HWT experiment also examined radar reflectivity and 
radar echo top. The reflectivity is in dBz, while radar echo top is the height of the 18 dBz isopleths. 
Prior to this experiment, MODE had not been used directly on radar fields. This project confirmed that 
object based verification is appropriate for these fields. An example is shown in Figure 2. The location 
and orientation of the reflectivity and echo top forecasts match well with the observations, though the 
forecasts are shifted slightly too far to the southwest. Forecast areas are somewhat too small. This 
analysis is for a single case, but this type of information can also be derived for longer periods.  

 
Figure 2: Top: Observed (left) and simulated (middle) composite reflectivity valid on June 8, 2010 at 15 UTC.  
Corresponding MODE objects (right) for observed field (blue line) and forecast field (red and blue solid objects).  
Bottom: Observed (left) and simulated (middle) height of 18dBZ reflectivity field, called Radar Echo Top, valid on 
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June 8, 2010 at 15 UTC.  Corresponding MODE objects (right) for observed field (blue line) and forecast field (red and 
blue solid objects). 

For the HMT West experiment, conducted during the winter of 2009-2010 in the western 
United States, the ensemble mean forecasts were analyzed by MODE for the whole season. A single 
case is shown in Figure 3. Although it is best to analyze several cases together, looking at MODE 
results for a single case can give the user a better feel for how object verification works. In this case, the 
forecast area is too small (497 grid squares) compared to the observed area (706 grid squares), but the 
overlap is very good (intersecting area = 429 grid squares). The median precipitation value within the 
forecast object is about 7.5 mm, while the median observed precipitation within the object is about 
8mm. Thus, the typical amount of precipitation was well forecast. One benefit of using objects is that 
these amounts do not have to be forecast in the exact same locations to be compared. By comparison to 
traditional statistics, the probability of detection is 0.31 and the false alarm rate is 0.63, suggesting a not 
very good forecast. An alternate interpretation, confirmed by the object based method, is that this is a 
good forecast, with a low level overforecasting bias (common for ensemble mean forecasts).   

 
Figure 3: Panels show 6-hour observed precipitation, ensemble mean forecast precipitation, and MODE objects 
(solid=forecast, outline=observation) for a single case. 

An example of object-based atmospheric river verification, completed as part of the HMT West 
experiment, is shown in Fig. 4 below. This case is from December 18, 2005.  The forecast is for 
precipitable water, while the observation is integrated water vapor (Ralph et al, 2006). The area of the 
forecast object is nearly twice that of the observed object (244 vs. 126 grid squares). However, the 
observed object is almost nearly encompassed by the forecast object (intersection area: 114 grid 
squares).  

6. Conclusions 
 

MET provides a variety of methods for verifying precipitation forecasts, including diagnostic and 
spatial methods for ensemble and probability forecasts. The spatial verification in MODE seems to 
extend well to assessment of ensemble mean forecasts, probability forecasts, and other spatial fields 
related to precipitation, such as radar reflectivity, radar echo top, and atmospheric rivers. Object based 
verification compensates for many deficiencies in traditional verification measures, providing 
assessments of forecast size and intensity accuracy, even when displacement errors are present.  

MET software simplifies and standardizes verification across projects while providing easy 
access to the most current verification capabilities. Short term updates to the software will include 
capability to read CloudSat data, use of MODE object verification on vertical rather than just horizontal 
surfaces, and capability to track MODE objects through time to better examine forecast timing errors. 
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Figure 4: Example showing atmospheric river forecast (left) and observation (right) with MODE objects (bottom) for 
each. 
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Abstract : Heavy rainfall and its associated amounts of surface runoff and 
floods occur frequently in Shanghai during the rainy season. They usually 
result in tremendous negative impacts such as huge property and economic 
losses, damage of natural resources, as well as social problems. The spatial 
and temporal distribution patterns of heavy rainfall hazard intensity largely 
determine the place and evolving of disasters impacts. The accurate diagnosis 
of heavy rainfall hazard degree is the base for assessing their impacts on 
economy, society and ecology. In this paper, the definition of rainfall hazard 
and its categorizing criterion and assessing model for both local and regional 
areas were put forward. The distribution of rainfall hazards was described by 
using random variables’ probability form, and the risk threshold field, which is 
composed of rainfall hazard threshold values at risk probability level, was also 
set up. The rainfall hazard degree was then defined as the integration of 
similarity and close degree of the observation values of an event to the 
threshold value in the risk field. Using a variety of proper random variable 
probability distribution model, the rainfall hazard threshold values under the 
specific risk probability levels in any given place and their threshold field were 
determined, the quantitative evaluating model of rainfall hazard degree were 
established for both single point and connected area. As a demonstration, the 
hazard degrees of heavy rainfall events in Shanghai have been assessed, and 
the surface runoff of annual maximum daily rainfall for 1-200 year return 
periods were estimated by the runoff models.  The results show that the 
impact assessing method is applicable in evaluating hazard of high impact 
rainfall events. The method provides a reference for the rainfall disaster 
evaluation. 
 
Key words: Heavy rainfall risk thresholds, Hazard degree assessing,, return periods ,Surface runoff 
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1 Introduction 

 

AREM model is a heavy rainfall numerical prediction model with China’s own 
intellectual property right which take into account our country’s unique 
topography and climate characteristics, so it has comprehensive application 
basis in the field of meteorology, hydrology and environment. AREM 
operational version has been running in Wuhan Institute of Heavy Rain since 
2003. Many aspects of the AREM model, including background fields, 
objective analysis method, boundary condition, the top height of model, and 
forecast period, was upgraded and improved to enhance heavy rain forecast 
accuracy in recent years. AREM improved version were developed in July 
2007. Based on the AREM model platform the rapid update cycle (RUC) 
version and ensemble prediction model have been developed and put into 
operational use. So a complete AREM prediction system consist of operational 
model, improved model, RUC model and ensemble model was been 
constructed. Then the forecast effect and character of the member of the 
AREM prediction system was the focus for the forecaster and the model 
developer. 

Five successive heavy rain courses caused by the interaction of the 
subtropical highs, the upper trough, the mesoscale shear and the mesoscale 
vortex hit the most regions of south China from 5 to 23 May. More than 200mm 
of rain has fallen on the most regions of south China. Especially the strong rain 
belt located at Hunan province, Jiangxi province, Guangdong province and 
coastal areas of the southern Zhejiang province. The center of the heavy rain 
focused on the areas from Hunan province to the middle part of Jiangxi 
province and the areas between Jiangxi province and Fujian province. In order 
to know the forecast effect and character of each member of AREM prediction 
system, in this study the precipitation forecast outcomes of AREM prediction 
system for five successive heavy rain courses in South China in May 2010 
were verified and assesed. Section 2 discusses the results of skill score 
calculation for precipitation. Section 3 analyzes the daily precipitation forecast 
of the member of the AREM prediction system for the five heavy rain events. 
Section 4 is the summary of this study.   
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2 Results of skill score calculations for precipitation 

 

The Threat Score(TS) and forecast bias are popular measures of the 
precipitation forecast’s effect for the NWP. The values of the TS rang from 0 to 
1, where a value of o indicates no skill. The forecast bias can represent the 
intensity of the model precipitation forecast. The values of bias range from o to 
+∞, where a perfect scoring forecast has a bias of 1. If the value of bias is 
greater than 1, the larger the value, the stronger the precipitation forecast. If 
the value is less than 1, the smaller the value, the weaker the forecast.  

In Fig.1, the TS are shown for the 0-24h, 12-36h, 24-48h and 36-60h 
forecast of the AREM operational model, improved model, RUC model and 
ensemble model. For 0-24h forecast, ensemble model has the highest skill. 
For 12-36h forecast, at 0mm, 10mm and 25mm the operational performs better 
than the others. For 24-48h and 36-60h, at 0mm and 10mm ensemble model’s 
TS is higher than the others, but at 25mm the operational model has better 
performance and at 50mm the operational model and improved model 
performs better than ensemble model.  
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Fig.1 The TS of 0-24h(a), 12-36h(b), 24-48h(c),and 36-60h(d) accumulative 
precipitation forecast of every model from 5 to 23 May 2010 

 
Fig.2 is same as the Fig.1, but for the forecast bias. The precipitation 

forecast intensity of the operational model is closer to the observation. The 
RUC model has stronger forecast, especially for the precipitation above 10mm. 
At 100mm, the value of the bias for the RUC forecast is higher than 5. For 

a 

d c 

b 
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0-24h and 24-48h, the improved model has good performance. For 12-36h, the 
improved model’s precipitation forecast is stronger than observation overall. 
For 36-60, the value of bias of the improved model is closer to 1 at 0mm, 
10mm and 25mm, but at 50mm and 100mm, the value is far ahead 1. The 
value of the bias for the ensemble model is higher than 1 at 0mm, 10mm, 
25mm and 50mm, but lower than 1 at 100mm.  
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Fig.2 The same as fig.1, but for the precipitation forecast bias 
 

3 Analysis of the daily precipitation forecast for the five heavy rain 

events    

The AREM operational model, improved model and ensemble model is run 
twice daily with initialization times of 0000 and 1200 UTC. But the AREM Rapid 
Update Cycle (RUC) model is initialized every 3 hours beginning at 0000UTC. 
In the operational application, the forecast outcomes of eight times can be 
provided by RUC. In Fig.3, the 24h accumulative precipitation distribution of 
the observation and RUC forecast. The rain belt of 12-36h and 9-33h forecast 
lies much farther north. The location of strong precipitation of 6-30h forecast 
moved south. The rain belt of 3-27h forecast is closest to the observation.  
 

a 

d c 

b 
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Fig.3 24h accumulative precipitation distribution of the observation and RUC 
model forecast at 0000 UTC 10 May 2010 

 

In Fig.4 the 24h accumulative precipitation distribution of the observation, 
RUC model forecast and ensemble mean forecast, probability distribution of 
50mm and 100mm of ensemble forecast at 0000 UTC 14 May 2010 is shown. 
The AREM improved model has good performance in the location and intensity 
of the main rain belt for 12-36h and 24-48h forecast, especially it gives stable 
forecast for the heavy rain in Jiangxi province. The precipitation distribution of 
ensemble mean’s 0-24h forecast is much close to the observation. The high 
probability areas indicate the location where heavy rain happen. 
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Fig.4 24h accumulative precipitation distribution of the observation, RUC 
model forecast and ensemble mean forecast, probability distribution of 50mm 

and 100mm of ensemble model forecast at 0000 UTC 14 May 2010 
 

4 Conclusions 

The results show that every member of the AREM prediction system had 
good performance in the successive heavy rain courses, and had their own 
forecast features. Operational model had better forecast effect for main rain 
belt in short prediction period. The advanced model had steady forecast effect 
for the location, range and amplitude of the main rain belt in longer prediction 
period. AREM-RUC had the advantage of providing the prediction of shorter 
period. Based on the organic combination of the average prediction and 
probable prediction, Ensemble model can provide important reference for the 
forecast of the main rain belt and the rain center. 
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Abstract 
It is general practise when assessing the skills of either deterministic or ensemble forecasts to consider the 
observations with no uncertainty. Observation uncertainty may be associated to different causes and in the present 
talk the uncertainty derived by the mismatch between model generated and the locally measured precipitation is 
addressed. There{have?} been many attempts to add uncertainty in the verification process. Such uncertainty has 
been derived either splitting the error components of the observing system, or by adding a normally distributed noise 
to the model output, among others. The present talk will present some work done using the uncertainty obtained 
directly from the observed precipitation distribution within gridboxes. An extended? Brier Skill Score is calculated 
for the standard verification method and verification technique, which include uncertainty information. The results 
show a noticeable impact on the score when uncertainty is included and, though further research is needed, they 
encourage into effectively use in operational contexts. 
 
1. Introduction 
 Verification of numerical weather prediction models plays a central role in the improvement of 
numerical weather prediction models both in the short and medium range forecasts. Deterministic and 
ensemble forecasts are assessed to ascertain their skill against observations and the latter are assumed to be 
exact. Even though this assumption is not in general true, it is widely accepted. In the last few years, many 
papers have been discussing the validity of such an assumption and concluded that it may be legitimate for 
longer forecast ranges, when the model error is much larger than the observation uncertainty, but there is 
an inconsistency when accepting that model can be uncertain while observations are exact.  
 Earlier attempts to take into consideration of observation uncertainties can be found in Ciach and 
Krajewski (1999). Their paper describes how uncertainties in the observations can alter the results of the 
estimation schemes to convert radar-measured reflectivity into radar-predicted rainfall intensity.   
 Bowler (2006) looks at the influence of observation error on the verification of categorical 
forecasts. The author states that the observation error is highly dependent on the type of observation, for 
example the principal source of error in precipitation observations is representativity due to the spatial 
variability of rainfall. The observed amounts at one location will not be a good estimate of rain at a close 
by location.  
 Candille and Talagrand (2008; hereafter CT08) validate an ensemble prediction system introducing 
observational error in the verification process. They find that reliability is degraded and resolution is 
improved, while discrimination is also degraded. The observation uncertainty is defined by the normal 
distribution whose expectation and standard deviation are obtained by random draws from a normal and 
lognormal distribution, which guarantees that the uncertainty is variable in both mean and spread.  
In this paper, the effect of the observation uncertainty on a number of metrics used to assess the 
performance of an ensemble system is investigated for the case of precipitation. Section 2 contains the 
description of the observed database and of the forecasting system. Section 3 describes metrics and 
methodology, while results are discussed in section 4. Conclusions are drawn in section 5. 
 
2. Observation dataset and models 
 Models and observation dataset will be briefly introduced in this section. 
a. Observation dataset 
 European meteorological offices maintain high-density rain gauges networks, which comprise both 
synoptic and climatological stations. Precipitation data are collected at different temporal resolution and 
quality controlled. The analysis is computed on grid resolutions (1x1 degree and 0.25x0.25 degree) using a 
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simple upscaling technique whereby stations are assigned to model grid boxes and then averaged to 
produce one areal average value to be assigned to the relative gridpoint. The observation uncertainty is then 
defined by using the values of the 10,25,50,75, and 90 quantiles. The methodology is described in Ghelli 
and Lalaurette (2000) and Cherubini et al. (2002). The observation dataset was available for the period 
April 2007 to December 2008. 
 
b. Models 
 Two forecasting systems have been used for this study: the Ensemble Prediction System (EPS) 
from the European Centre for Medium Range Weather Forecast (ECMWF) and the Short Range Ensemble 
Prediction System (SREPS) from the Spanish Meteorological Agency (AEMET). Both forecasting systems 
produce an ensemble of forecasts, which provide a description of a probability density function of forecast 
states of the atmosphere. This probabilistic approach to forecasting aims at alleviating the effects of 
uncertainties present in the initial conditions and the approximate simulation of atmospheric processes that 
numerical model can achieve. A more detailed description of the models and their performance in terms of 
precipitation can be found in Buizza and Palmer, (1995), Buizza et al. (2003), Ghelli and Primo (2009) and 
Garcia-Moya et al. (2009) 
 
3. Metrics and methodology 
 In this talk an application of CT08 approach is described using observed accumulated precipitation 
data. This application is referred to as Observed Observational Probability (O-OP). The notation adopted 
by CT08 is used for consistency. 
When unceratinty is taken into consideration, BSS can be written as: 
 
BSS=1-BS/( E [p0²] -  pc² ) 
where 
BS = E [ (p-p0)² ] = E [ (p-p'(p))² ] - E [ (p'(p) – pc)² ] + E [p0²] -  ( E [p0] )² 
 
and E represents the expectiation value, p is the forecast probability, p0 is the observed probability, p'(p) 
gives the conditional observation distribution (given the forecasts) and pc is the base rate. 
The BSS decomposition can be written as BSS=1-BSS_rel-BSS_res, where now its components are given 
by: 
 BSS_rel = E [ (p-p'(p))² ] / ( E [p0²] -  pc² ) 
 BSS_res = 1 - E [ (p'(p) - pc)² ] / ( E [p0²] -  pc² ) 
 
 Rainfall thresholds 1, 5, 10 and 20 mm have been selected to define the corresponding binary 
events of exceedence. For each binary event the joint distribution of forecasts and observations has been 
computed, for both the classical and O-OP approach.  
 
4. Results 
 The effect of introducing the observation uncertainty into the verification process is evaluated 
looking at the BSS.  
 
4.a ECMWF EPS 
 Figure 1 shows the timeseries of the BSS and its components for two different thresholds. The 
standard verification (black) and the O-OP method (grey) for the 1mm/24h (panel a) , 5mm/24h (panel b), 
10mm/24h (panel c) and 20mm/24h (panel d) thresholds. The resolution (BSS_res, thin solid lines) and the 
reliability (BSS_rel, dashed lines), both negatively oriented, are displayed and show that BSS_rel is greatly 
degraded if the O-OP method (black) is used, while the BSS_res (thin solid line) is improved (black) when 
compared to the standard verification approach (grey). This behaviour can be observed for the other 
precipitation thresholds (panel b and c) and it is in agreement with the finding of CT08.  
The degradation of BSS_rel is inversely proportional to the precipitation threshold in consideration 
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therefore, the O-OP methodology highlights the over-estimation of reliability when the standard 
verification procedure is adopted. The largest degradation can be found for the 1mm/24h threshold where 
the spring and summer reliability goes from values of around 0.05 to 0.3-0.4 (the reliability component is 
negatively oriented therefore, the smaller the reliability the better the system).  
 Moreover, the increase in BSS_res observed throughout the precipitation thresholds (fig.1 panel a, 
b, c and d) is linked to a systematic decrease in of the uncertainty term in the Brier Score decomposition. 
The uncertainty term is related solely to the observing system. The variance in probability space decreases 
when uncertainty is included because each observation has associated an “observed” probability of 
occurrence rather then just a yes/no option. The decrease of Brier uncertainty (panel a) and the increase of 
BSS_res (panel b) as function of time for three precipitation thresholds (1, 5 and 10mm/24h), show a 
strong seasonality: larger uncertainty in the summer and smaller in the winter, which coincides with an 
increased resolution in the winter and decreased in the summer months. The larger uncertainty during the 
summer months can be attributed to the predominant convective situation whereby within a grid box the 
precipitation variability may be larger as precipitations are very local in nature.    
The BSS slightly improves when using the O-OP method for higher thresholds and this is in agreement 
with the findings of CT08, while for the 1mm/24h threshold the BSS deteriorates because of the large 
effect of the worsening of the BSS_rel has on the total skill score.   

 
Figure 1: ECMWF EPS Standard verification (black lines) and the O-OP method (grey lines) for the 1mm/24h (panel 
a) , 5mm/24h (panel b), 10mm/24h (panel c) and 20mm/24h (panel d) thresholds. Also shown BSS resolution (solid 
lines) and BSS reliability (dashed lines)  
4.b SREPS  
 Figure 2 shows the BSS and its components for 1mm/24h (panel a), 5mm/24h (panel b), 10mm/24h 
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(panel c) and 20mm/24h (panel d) for AEMET-SREPS. BSS slightly improves if the O-OP method is used 
for all the thresholds except the 1mm/24h. Like for the ECMWF EPS, the BSS_rel component increases, 
that is the reliability deteriorates when the observational uncertainty is taken into consideration and it is 
worse for the 1mm/24h. Even though a straight comparison between the ECMWF EPS and the SREPS is 
not fair, as the two systems have been scored at different resolutions, it seems appropriate to conclude that 
both systems suffer from the same overestimation of precipitation at small thresholds, and that the issue 
affects the limited area model to a lesser degree. The BSS_res increases by 10-12 percent with peaks of 16 
percent during winter and spring periods. As the resolution increases, the observational uncertainty 
decreases, with the lower values in winter and spring. This is consistent with both CT08 and the results 
previously presented for the ECMWF EPS. 
 

 
Figure 2: same as figure 1 but for SREPS 
 
5. Conclusions 
 The effect of observation uncertainty in the forecast verification process has been investigated in 
several papers. The uncertainty has been mostly associated to the inability to ascertain the exact amplitude 
of observational error and as such the estimated error has been added to the observations used in the 
verification methodology. Another approach is to modify the scoring process to include the uncertainty and 
this has been done by introducing uncertainties in the contingency tables, scoring alternative scenarios to 
produce confidence intervals and using observational probabilities to score ensemble forecasts. The latter 
approach relies on an artificially produced observational probability constructed assuming that the 
observation noise is normally distributed. In the present paper, the uncertainty of the observations is not 
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due to errors in the measurements themselves but it is linked to representativeness issues due to the 
inability of a point observation to represent an averaged behaviour that can be fairly compared to a model 
field.  
 Precipitation forecasts for a period of about a year and a half and range up to t+54 are verified 
against a precipitation analysis built using the observed reports of 24 accumulated precipitation from the 
European high resolution network data. The precipitation analysis comprises of an areal value of the 
observed precipitation and information on the observed precipitation distribution for each grid point.  The 
EPS ECMWF and the AEMET-SREPS (LAM) ensembles precipitation forecasts are scored against their 
own analysis 
 The BSS shows slight improvements when using O-OP for both ECMWF EPS and AEMET-
SREPS for precipitation thresholds above 5mm/24h. This is in agreement with the findings of CT08. The 
improvements are due to an improvement in the BSS resolution component and a decrease in the BS 
uncertainty term, which are in excess of the degradation of the BSS reliability component. This degradation 
signals that the standard method over-estimates the reliability of the system.  
The timeseries of the percent increase in BSS_res for both systems indicate a seasonal behaviour with 
winter being the period when the O-OP method is the most beneficial. The largest increase is for the 
ECMWF EPS pointing to the changes to the model convections in November 2007. Such changes have 
improved the ability of the EPS to produce conditional probabilities, given different forecasts that differ 
from the climatic average. 
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1. Introduction 
 
 Nowadays, high resolution num erical models forecast weather with great 
detail and we might find them useful because observed features are better  
reproduced. However , the value of these forecasts is diffic ult to prove using 
traditional grid-point based verification st atistics. The classic al ‘dou ble penalty  
problem’ illustrates the limitat ions of the gri d-point based error measures: a forecast 
of a precipitation feat ure that is correct in terms of intensity, si ze and timing, but  
incorrect concerning location, results in very poor categorical error scores (many 
misses and false alarms) and large root  mean square errors. To address this  
problem spatial verification techniques are being developed that do not require the 
forecasts to exactly match t he observations at fine scales (see e.g. Ahijevych et al. 
2009 and Gilleland et al. 2009 and references therein). 
 
2. The displacement and amplitude based error measure DAS 
 
 The error measure presented here at tempts to quantify the difference 
between a forecast F(x,y) and an observation fi eld O(x,y) in terms of how accurately 
features are predicted in position and am plitude. The problems of defi ning what  
constitutes a feature, and identifying whic h feature in one image is to be matched 
with a feat ure in the other image, are avoided by us ing an optical flow technique. 
This method computes a vect or field that deforms, or “morphs”, one image into a 
replica of  another, simultaneously displa cing all features in the image. The 
magnitude of these vectors prov ides a measure of the disp lacement error, while the 
difference between the images after morphing provides a measure of the residu al 
amplitude error. 
 The optical flow method used her e is based on a pyramidal matching 
algorithm and computes its vector field by seeking to minimize an amplitude-based 
quantity at successively finer scales withi n a fixed search environment. The image 
matching algorithm and its application to me teorological data are described in detail 
by Zinner at al. (2008) and Ke il and Craig (2009, 2007), res pectively, and will not be 
repeated in detail here. There are several parameters that must be specified in the 
pyramidal image matching algor ithm, but only one has a decisiv e impact on the 
resulting v ector field. This par ameter is the radius  of the search environment 
(maximum search distance), which defines t he largest distance over which a feature 
in one field will be displaced to match a f eature in the other field. It has been 
suggested that this should be based on a dy namical scale such as the radius of 
deformation that characterises the spatia l separation between different synoptic  
weather conditions. It should be noted that, as with any verification measure, the 
results will also be influenced by  properties of the fields being matched, such as an 
intensity threshold to remove background values. 
 For any feature in the observation field, we can ask how well it is forecast (if 
at all) in terms of amplitude and location. To do this, the image matching algorithm is  
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used to deform the  forecast  field to match the obser vations. Two fields are 
constructed: a displacement error field DIS obs(x,y) equal to the magnitude of the 
displacement vector, and an amplitude error field AMP obs(x,y) defined as the root 
mean square (RMS) difference between t he observation field and the morphed 
forecast fie ld. Both fields are set to zero  wherever the observation field is zero, so 
that errors are only defined wher e an obser ved feature is present. A nonzero value 
of DISobs(x,y) at the location of an observed feat ure implies that there was a forecast 
feature within the maximum sea rch distanc e, while a zero value means either a 
perfect location forecast or that no feature was forecast  within the maximum search 
distance. These two possibilit ies are distinguished by the amplitude error, which will 
be large for a missed feature. 
 Similarly, one can ask for each forecast feature how well it corresponds to the 
observations in amplitude and location. For this, displacement and amplitude error 
fields for the forecast space error, DIS fct(x,y) and  AMP fct(x,y) can be constructed by 
morphing the observation field onto the forecast  field. In this case a large amplitude 
error for a feature where the di splacement error is zero in dicates a false alarm, i.e.  
something was forecast, but nothing was  observed within the maximum search 
distance. Note that false alarms were not treated correctly by  the FQM defined in 
Keil and Craig (2007), which applied the image matcher only in observation space. 
 For many applications, it is not su fficient to have separate amplitude and 
displacement errors; a single measure of  forecast quality is required. Before 
combining the two components, the displacement error fi eld is normalised by the 
maximum search distance D max, while the amplitude error field is normalised by a 
characteristic intensity I 0 chosen to be typical of t he amplitude of the observed 
features. A nalogously to t he computation of the amplit ude error the characteristic  
intensity I 0 is chosen to be the R MS amplitude of  the observed field. Howeve r, the 
choice of I 0 depends on the application. For compar ing forecast quality over large 
datasets the characteristic intensity I0 could be specified by a climatological rain rate, 
for instance. 
 The normalisation is based on the princi ple that, for an observed feature with 
the characteristic amplitude, a f orecast displaced by the distanc e D max giv es the 
same error as a miss plus a false alarm, i.e. no forecast feature is found within a 
distance Dmax, but rather there are two unrelated errors in widely s eparated regions. 
The final displacement -amplitude score, DAS,  is defined as the average of the two 
normalised components: 

 

0max I
AMP

D
DISDAS 

. 
The DAS values are bounded from below by ze ro (for a perfect forecast), and will 
typically take values of order one, alt hough there is no upper limit. A value of one 
would result from a forecast with the correct amplitude, but an average position error 
of Dmax, or a forecast with the correct pos ition with an RMS amplitude error of I0, or a 
combination of both types of error. 
 
3. DAS performance for geometric ICP cases 
 
 In the intercomparison project (ICP) of  spatial verification measures there are 
three different sets of test cases (Ahije vych et al. 2009) on which DAS has been 
applied. For geometric case 5 (forecast feat ure much larger in size, displac ed but  
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still overlapping the observed feature) results are presented here in detail to illustrate 
various properties of the D AS measure. These calculations use a maximum search 
distance D max of 360 km, corresponding to 90 point s at 4 km resolution. For the 
precipitation fields, an int ensity threshold of 1 mm was applied, and a characteristic  
amplitude I 0 was determined by the RMS average of all observed precipitation 
values that exceeded the threshold.  
 A sequenc e of images is shown in forecast space (Fig. 1) and observation 
space (Fig. 2). In forecast space, the overes timated size of the fo recast feature (Fig. 
1a) results in a stron gly divergent displace ment vector field, so that the morphed 
observation field matches the left part of t he huge ellipse seen in the forecast (Fig. 
1c). The ability of the image matching algor ithm to stretch the observed field is  
limited by the specified maxi mum search distance and thus  only part o f the forecast 
feature is regarded as displac ed, while th e rest is regarded as a forecast “false 
alarm”. This is clearly seen in the components DISfct(x,y) and AMPfct (x,y) (Fig. 1d,e).  
 

     

 
 
Figure 1: S equence of  different stages in  the  computatio n of DAS f or geometric case 5 
(forecast sh ifted 125 p oints to the  right and huge) in fo recast spa ce: (a) forecast, (b) 
observation superimpo sed with d isplacement vector field, (c) morp hed obserrvation, (d) 
visual illustration of the DISfct (x,y) field, and (e) the AMPfct (x,y) field.  
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In contrast, in observation spac e a conver gent vector field is generated (Fig. 2b), 
morphing the left side of the forecast feature to match the observations, and 
shrinking the remaining part (Fi g. 2c). Again due the limitation of the maximum 
search distance, the excess ar ea of the forecast feature is not completely removed, 
but this does not contribute to the e rror amplitude of the observed feature 
AMPobs(x,y,) but represents a false alarm and is accounted for in forecast space (Fig. 
1e). The amplitude error (Fig. 2e) in observation space is mainly due to the region of 
high intensities, which was too far away in the forecast to match to the observations.  
 The DAS values list ed in Table 1 prov ide an objective ranking of forecast  
quality. Also listed are the normalis ed displacement  and amplitude components  
DIS/Dmax and AMP/I0, to show the contribution of each component to the final DAS.  
In geometric case 1 the forecast feature is di splaced by 50 points to the right that is 
corresponding to 55% of the maximum search distance. This is accurately captured 
by the DIS component. The small residual  AMP er ror is caused by interpolation 
errors during morphing. In contrast, the la rge forecast feature di splacement of 200 
points in geometric case 2 is  beyond t he maximum search distance, thus no 
matching is possible and DIS = 0, while AMP equals 1 as expected for a false alarm 
   

  

 
 

Figure 2: Same as Fig.1, but in observation space. 
 

-208-



Case Description of forecast feature DAS DIS/Dmax  AMP/I0 Rank
1 50 points displacement 0.62 0.55 0.07 1 
2 200 points displacement 1.00 0.00 1.00 2 
3 125 pts. displacement and biased high 1.11 0.21 0.91 5 
4 125 pts. displacement and wrong aspect 

ratio 
1.09 0.22 0.87 4 

5 125 pts. displ. and biased very high, but 
overlapping 

1.02 0.19 0.83 3 

 
Table 1: Summary of  geometric cases 1 to  5 depictin g a brief d escription, the DAS,  
normalised DIS and AMP values (i.e. DIS/D max, and  AMP/I 0 with Dmax=360km and 
I0=15.4mm) and the corresponding rank.  
 
plus a mis s. For the other geometric cases, that are mixtures of displace ment, bias 
and aspect ratio errors, both DIS  and AMP ma ke significant contributions, although 
in all cases the amplitude te rm AMP is lar ger, indicat ing large f alse alarms. The 
ranking of the geometric cases using D AS gives reasonable results agreeing with 
human expectation. Geometric case 1 scor es best since the pure displacement  
within the maximum search distance is capt ured by the morphing process. Case 2 
has the second best score, with the large di splacement of the identical feature 
detected by the algorithm by a pure AMP error. The forecast of case 5 hugely  
overestimates the observation, but since there is an overl ap it receives some credit 
and ranks third. Next in rank is case 4 with the wrong aspect ratio. Geometric case 3 
scores worst. Note that tradi tional scores based on contingency  tables indicate no 
skill (for cases 1 to 4) and rank case 5 as  best because of the overlap (Ahijevych et 
al. 2009).  This illustrates the potential fo r some of the traditional metrics to be 
misleading. 
 
4. Discussion 
 
 Progress in weather forecast models has lead to substantially improved and 
more realistic-appearing forecas t fields. Ho wever, traditional ver ification m easures 
often indicate poor performance because of the increased small scale variability. As  
a result, the true value of high resolution fo recasts is not alway s characterized well. 
To address this problem spatial verificati on techniques are being develo ped that do 
not require the forecasts to exactly matc h the observations at fine scales. One 
promising class of spatial verification met hods makes use of optical flow techniques  
to quantify spatial dif ferences between fo recast and observation fields. The new 
displacement and amplitude s core DAS,  proposed in this paper, relies on a 
computationally efficient pyramidal image matching algorithm (~ 10 sec/image pair  
on a PC). To account for false alarms and misses the algorithm is applied first in 
observation space, morphing the forecast on to the observation, and then in forecast 
space, morphing the observation onto the fo recast. Contributions from observation 
and forecast space are averaged to give sc alar amplitude and displacement  scores. 
For applic ations that require a single meas ure of forecast quality, the separate 
amplitude and displacement errors are combined. To do this, the displaceme nt error 
field is normalised by  the maxim um search distance, while the am plitude error field 
is normalised by a characteristic intensity chosen to be typical of the amplitude of the 
observed features, and the two normalised errors are summed. 
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 In the framework of ICP DAS has been applied on all common cases, 
including the geometric, t he perturbed, and the nine cases of the SPC spring 
program 2005. The displacement error te rm accurately measured the distance 
between observed and forecast features. In  the synthetic experiments with pure 
displacement errors, the amplitude error te rm was contaminated by a small residual 
error, probably a result of interpolation e rrors in the matching algorithm, however  
there was no evidence of such an error in cases where the displacem ent was  
combined with an actual amplitude difference. There is how ever an i nherent 
ambiguity between displacement  and amplit ude errors in complex fields, where a 
forecast object might be regarded as a bad amplitude f orecast of a nearby object, or  
as a better amplitude forecast of a more distant feature. Matching forecast and 
observations through optical flow avoids part of this ambiguity since there is no need 
to define criteria to identify individual objects in the two fields, and is found to provide 
consistent identification of  displacement and amplitude errors in idealised cases 
where there is no ambiguity.  
 In the context of the ICP a wide array of possible forecast errors has been 
addressed. However, closeness in time has not explicitly been considered. Since the 
errors in high resolution forecasts are ofte n related to, e.g., mis-timing of frontal 
passage or the onset of convection, it would be highly desirable to extend the 
application of DAS to multiple times. T he applic ation of DAS to rank and select  
individual realistic ensemble members to generate probabilistic forecasting products 
will be explored in future work. 
 
 Acknowledgments. CK acknowledges funding from the German Resear ch 
Foundation (DFG) priority pr ogram on Quantitative Precipitation Forecasts 
(SPP1167). This work has been perform ed during the COST731 Action of the 
European Science Foundation. 
 
 
References 
 
Ahijevych D., E. Gilleland, B. Brown, and E. Ebert, 2009: Application of spatial forecast 
 verification methods to idealized and NWP-gridded precipitation forecasts. Wea. 
 Forecasting, 24, 1485-1497. 
Gilleland E., D. Ahijevych, B.G. Brown, B. Casati, and E.E. Ebert, 2009: Intercomparison of 
 spatial forecast verification methods. Wea. Forecasting, 24, 1416-1430.  
Keil, C. and G. C. Craig, 2009: A displacement and amplitude score employing an optical 
 flow technique. Wea. Forecasting, 24, 1297–1308.  
Keil, C. and G. C. Craig, 2007: A displacement-based error measure applied in a regional 
 ensemble forecasting system. Mon. Wea. Rev., 135, 3248–3259.  
Zinner, T., H. Mannstein, and A. Tafferner, 2008: Cb-TRAM: Tracking and monitoring severe 
 convection from onset over rapid development to mature phase using multi-channel 
 Meteosat-8 SEVIRI data. Meteorol. Atmos. Phys., 101, p. 191-210, DOI 
 10.1007/s00 703-008-0290-y. 

-210-



 
 

Quantitative Precipitation Forecast (QPF) Verification Comparison Between 

the Global Forecast System (GFS) and North American Mesoscale (NAM) 

Operational Models. 

Authors: Jamie WOLFF, Barbara BROWN, John HALLEY GOTWAY, Michelle HARROLD, 
Zach TRABOLD, Louisa NANCE and Paul OLDENBURG 

National Center for Atmospheric Research/Research Applications Laboratory (NCAR/RAL) and 

Developmental Testbed Center (DTC), Boulder, CO USA 
jwolff@ucar.edu 

1. Introduction 

Numerical weather prediction models continue to move toward higher resolution, which, in turn, provides 
both a finer level of detail and a more realistic structure in the resulting forecast.  It is widely 
acknowledged, however, that using traditional verification metrics for evaluation may unfairly penalize 
these high-resolution forecasts (e.g., Davis et al. 2006; Roberts and Lean 2008).  Traditional verification 
requires near-perfect spatial and temporal placement for a forecast to be considered good; this approach 
favors smoother forecast fields of coarser resolution models and offers no meaningful insight regarding 
why a forecast is considered good or bad. In contrast, more advanced spatial verification techniques, such 
as object-based methods, can provide information on differences between forecast and observed objects in 
terms of displacement, orientation, intensity and coverage areas; neighborhood methods can provide 
information on the spatial scale at which a forecast becomes skillful.    

The Developmental Testbed Center (DTC) performed an extensive evaluation of the Global Forecast 
System (GFS) and the North American Mesoscale (NAM) operational models to quantify the differences 
in the performance of Quantitative Precipitation Forecasts (QPF) produced by two modeling systems that 
vary significantly in horizontal resolution.  Traditional verification metrics computed for this test included 
frequency bias and Gilbert Skill Score (GSS).  Two advanced spatial techniques were also examined - the 
Method for Object-based Diagnostic Evaluation (MODE) and the Fraction Skill Score (FSS) - in an 
attempt to better associate precipitation forecast differences with different model horizontal scales. 

2. Data 

2.1 Model Data 

QPF output at 3h intervals from the GFS and NAM models initialized at 00 UTC daily were retrieved 
from the U.S. National Centers for Environmental Prediction (NCEP) for 18 December 2008 through 15 
December 2009.  The NAM native output employs an E-grid domain with approximately 12-km grid 
spacing, while the GFS native output is a global Gaussian grid with 0.5 x 0.5 degree resolution.  The 
copygb program, developed by NCEP, was used to regrid the native model output to a 15-km  and a 60-
km contiguous U.S. (CONUS) grid on a Lambert-Conformal map projection.  The budget interpolation 
option in copygb was utilized (described in Accadia et al. 2003). This approach attempts to conserve the 
total area-average precipitation amounts.     

2.2 Precipitation Analyses 

For this evaluation, precipitation accumulation periods of 3 h and 24 h were assessed.  The observational 
datasets included the 4-km NCEP Stage II analysis (Lin and Mitchell 2005) for the 3-h accumulations and 
the 1/8-degree NCEP Climate Prediction Center daily gauge analysis (Higgins et al. 2000) for the 24-h 
accumulations (valid at 12 UTC).  Both observational datasets were also interpolated, using the budget 
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option, to the same 15-km and 60-km domains as the model output, prior to the comparison with the 
forecasts.   

3. Verification Method 

Objective model verification statistics were generated using version 3.0 of the Model Evaluation Tools 
(MET) software package, which offers a wide variety of state-of-the-art verification methods (Fowler et 
al. 2010).  Grid-to-grid comparisons were performed to verify QPF using traditional metrics (Wilks 
1995), including frequency bias, which measures the ratio of the frequency of forecast events to the 
frequency of observed events and indicates whether the forecast system has a tendency to under-forecast 
(<1) or over-forecast (>1) events, and GSS, which measures the fraction of observed and/or forecast 
events that were correctly predicted and is adjusted for hits associated with random chance; where zero 
indicates no skill and one is a perfect score.  In addition, an object-based verification approach, MODE, 
and a neighborhood verification method, FSS, were applied.  The process of identifying and verifying 
objects with MODE is fully described in Davis et al. (2006).  Briefly, this approach consists of the 
following steps: (i) resolve objects within the raw forecast and observation fields, (ii) determine if objects 
within each field should be merged, (iii) determine which objects should be matched between the forecast 
and observation fields and determine if additional merging in either field should occur, (iv) calculate 
various quantities of interest (attributes) to assess forecast quality.  For FSS, the purpose of the method is 
to obtain a measure of how forecast skill varies with spatial scale (Roberts and Lean 2008), and includes 
the steps: (i) convert all forecast and observed fields into binary fields, for each threshold of interest (ii) 
generate fractions within a square of length n that have exceeded the threshold, (iii) compute the mean 
squared error relative to a low-skill reference forecast (i.e., FSS). 

For the NAM model output, precipitation forecasts were interpolated to both the 15-km (NAM15) and 60-
km (NAM60) domains, while the GFS model output was interpolated to the 60-km (GFS60) domain only.  
Verification results were computed for select spatial (CONUS, CONUS-East) and temporal (all cases, 
seasonal) aggregations; however, only the CONUS domain over the entire set of cases will be discussed 
here.  For the 3-h QPF, all verification scores were evaluated every 12 h out to 84 h. The 24-h QPF 
verification scores were evaluated at the 36-, 60- and 84-h lead times.  A subset of these results will be 
discussed in Section 4. 

Verification statistics generated by MET for each retrospective case were loaded into a MySQL database, 
from which data was then retrieved to compute and plot requested aggregated statistics using routines 
developed by the DTC in the statistical programming language, R.  The traditional verification metrics are 
accompanied by confidence intervals (CIs), at the 99% level, computed using a bootstrapping technique.  
When comparing all three models, a conservative estimation of statistically significant (SS) differences 
was employed based solely on whether the aggregate statistics with the accompanying CIs overlapped 
between the models.  If no overlap was noted for a particular threshold, the differences between the 
models were considered SS. 

4. Results 

4.1 Traditional Verification Metrics 

4.1.1 Gilbert Skill Score 

For the 3-h QPF, all three models show an exponential decrease in GSS values with increasing threshold, 
regardless of forecast lead time (Fig. 1a).  Also, as expected, the base rate decreases with increasing 
threshold, with very few observations associated with the highest accumulation values.  When examining 
lead times valid at 00 UTC (i.e., 24-h, 48-h, 72-h), the NAM15 has a SS lower GSS compared to the 
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GFS60 and NAM60 at the lowest threshold of 0.1˝; at the 0.2˝ threshold, the GSS for the NAM15 is only 
significantly smaller than the value for the GFS60.  For all other thresholds valid at 00 UTC, and for all 
other lead times and thresholds valid at 12 UTC (not shown), there is no SS difference, in general, 
between the models interpolated to the 15-km and 60-km domains.  The latter result also holds for the 24-
h QPF (Fig. 1b).   

 

Figure 1. Threshold series plots of (a) 48-h lead time for 3-h QPF (in) and (b) 60-h lead time for 24-h QPF (in) for median GSS for all model 
initializations.  The GFS60 is shown in red (dashed), NAM60 in green (dot-dashed) and NAM15 in black (solid).  The vertical bars represent the 
99% CIs.  Associated with the second y-axis, the light grey line is the adjusted base rate, or the ratio of observed grid box events to the total 
number of grid boxes in the domain, by threshold. 

4.1.2 Frequency Bias 

A consistent SS high bias (bias SS larger than one) for the 3-h QPF is seen for all of the models at all lead 
times (Fig. 2a).  As with GSS, the thresholds at which there is a SS difference between the models 
depends on valid time.  For forecasts valid at 00 UTC (e.g., Fig. 2a), the NAM15 has a SS smaller over-
prediction (i.e., high bias) for all thresholds above 0.25˝ compared to the two models at 60-km.  However, 
for forecasts valid at 12 UTC, this result is only seen for the 1˝ threshold (not shown).  For the 24-h QPF 
(Fig. 2b), the CIs associated with the NAM model, interpolated to both the 15-km and 60-km domain, 
encompass the value of one for all thresholds, indicating the estimated bias is not statistically different 
from the value for an unbiased forecast.  However, the results for the GFS60 reveal a SS high bias for 
thresholds at and below 0.25˝, while CIs for all other thresholds encompass a bias value of one.  The 
widths of the CIs increase with increasing threshold for all models; however, the degree of inflation is 
considerably smaller for the NAM15 compared to the two models at 60-km for 3-h QPF. 

 

Figure 2. Threshold series plots of (a) 48-h lead time for 3-h QPF (in) and (b) 60-h lead time for 24-h QPF (in) for median frequency bias for all 
model initializations.  The GFS60 is shown in red (dashed), NAM60 in green (dot-dashed) and NAM15 in black (solid).  The vertical bars 

(b) (a) 

(a) (b) 
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represent the 99% CIs.  Associated with the second y-axis, the light grey line is the adjusted base rate, or the ratio of observed grid box events 
to the total number of grid boxes in the domain, by threshold. 

4.2 Spatial Verification Techniques 

4.2.1 Method for Object-based Diagnostic Evaluation (MODE) 

For this test, a convolving disk of 2 gridpoints for the 60-km domain and 8 gridpoints for the 15-km 
domain was used.  A threshold of 0.01˝ for the 3-h and 0.2˝ for the 24-h precipitation accumulation fields 
was then applied to define discrete rain objects of the approximate size of interest for this study.  A 
second, lower threshold was then applied to each individual field and merging of objects in the same field 
was allowed if the original objects defined became one object after the lower threshold was applied.  
Objects were matched between the forecast field and observed field if the total interest value between a 
forecast observation object pair (a weighted sum of interest values for centroid distance, boundary 
distance, angle difference, area ratio and intersection area ratio) was greater than 0.7.  Additional merging 
was allowed if two or more objects in one field matched the same object in the other field.   Many unique 
attributes can be examined when looking at MODE output; however, only a few will be shown here.   

Box plots of the distributions of object size by lead time for the GFS and the observations at 60-km and 
the NAM and observations at 15-km are shown in Fig.3.  The distribution of object sizes from the 
NAM15 more closely matches the distribution from the 15-km observation field than is the case for the 
GFS60 compared to the 60-km observation objects.  In particular, the latter comparison indicates a  large 
bias in the sizes of the 60-km GFS objects.  Fig. 4 shows the results of the median of maximum interest 
(MMI) for the GFS60 and the NAM15 models.  MMI is the median value of the maximum total interest 
values associated with each forecast and observed object, with larger values indicating a better match 
between all forecast and observed objects.  In general, there is very little difference between the two 
models for this measure.   

 
 

 

 

4.2.2 Fractional Skill Score (FSS) 

For this evaluation, neighborhood sizes (in terms of grid squares) of n=3, 5, 7, 9, 11, 13 were computed 
for each model.  For the NAM15, additional neighborhood sizes of n=19, 21, 27, 29, 35, 37, 43, 45, 51, 
53, 59, 61 were also examined to represent the similar horizontal scales as those used for the 60-km 
neighborhood sizes.  Because the neighborhood size is required to be an odd integer and the resolution 

Figure 3. Box plots by lead time of the size 
distribution for objects defined within the GFS60 
field (red), 60-km observation field (gray), NAM15 
field (blue) and 15-km observation field (gray).  The 
top and bottom of the box correspond to the 25th 
and 75th percentile, respectively; the black line at the 
“waist” is the median value. 

 

Figure 4. Time series plot of MMI for 3-h QPF values 
greater than 0.01” for all model initializations.  The 
GFS60 is shown in red (circles) and the NAM 15-km 
in black (triangles). 
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difference between the two models is a factor of four, an exact match between the neighborhood sizes for 
the GFS60 and NAM15 was not possible.  As expected, FSS increases with neighborhood size and 
decreases with lead time (Fig. 5).  A diurnal cycle is also evident with the largest FSS values seen during 
the evening and overnight hours (00-12 UTC) and the smallest values during the daytime (15-21 UTC).  
For the 0.1˝ threshold, the FSS for the NAM15 (e.g., 405-km neighborhood) is consistently larger than the 
corresponding value for the GFS60 (e.g., 420-km neighborhood).  When examining multiple precipitation 
accumulation thresholds for a single lead time, it is clear that there is an increase in FSS with decreasing 
threshold (Fig. 6); however, the result holds that the NAM15 FSS is always higher than the GFS60 at 
similar neighborhood sizes. 

 

 

 

5. Summary 

Results comparing two NWP models which vary significantly in horizontal resolution were described.  
Using traditional verification metrics, there is no notable, consistent forecast improvement with the higher 
resolution NAM model even though, subjectively, the finer detail more closely matches the observations 
in many cases.  However, when looking at MODE and FSS, additional attributes can be examined that 
provide further information about the skill of the forecast.  The objects created by MODE reveal 
additional information on the area and correspondence of objects, between the forecasts and observations.  
A clear high bias is noted for the GFS object areas, while the MMI values for these comparisons do not 
appear to be significantly different. The FSS evaluation clearly shows that the higher-resolution NAM has 
comparable skill to the GFS at considerably smaller neighborhood sizes and larger FSS values at 
comparable neighborhood sizes. 

In order to perform a more direct comparison of the two models against similar observation objects 
defined in MODE, future work with this dataset will include upscaling both the NAM and GFS model 
output to the Stage II 4-km CONUS domain prior to examining the full suite of MODE attributes.  The 
traditional metrics, along with the FSS will also be reexamined with the new, higher-resolution domain. 
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Figure 5. Time series plot of FSS using a threshold of 
0.1” for all model initializations.  The GFS60 is shown 
in red (circles) for n=3 (dotted), 5 (dashed) and 7 
(solid) and the NAM 15-km in black (triangles) for 
n=11 (dotted), 19 (dashed) and 27 (solid).  

 

Figure 6. Neighborhood series plot of FSS for the 12-
h lead time and all model initializations.  The GFS60 
is shown in red (circles) and the NAM 15-km in black 
(triangles) for thresholds of 0.01” (dotted), 0.1” 
(dashed) and 0.5” (solid). 

-215-



 

References 

Accadia, C., S. Mariani, M. Casaioli, and A. Lavagnini, 2003: Sensitivity of Precipitation Forecast Skill 
Scores to Bilinear Interpolation and a Simple Nearest-Neighbor Average Method on High-Resolution 
Verification Grids. Wea. and Forecasting, 18, 918-932 

Davis, C., B. Brown, R. Bullock, 2006: Object-Based Verification of Precipitation Forecasts.  Part I: 
Methodology and Application to Mesoscale Rain Areas.  Mon. Wea. Rev., 134, 1772-1784. 

Fowler, T. L., T. Jensen, E. I. Tollerud, J. Halley Gotway, P. Oldenburg, R. Bullock, 2010: New Model 
Evaluation Tools (MET) Software Capabilities for QPF Verification. Preprints, 3rd Intl. Conf. on QPE, 
QPF and Hydrology, Nanjing, China, 18-22 October 2010. 

Higgins, R. W., W. Shi, E. Yarosh, and R. Joyce, 2000: Improved United States precipitation quality 
control system and analysis. NCEP/Climate Prediction Center Atlas 7, National Weather Service, NOAA, 
U.S. Department of Commerce, 40 pp. 

Lin, Y. and K. E. Mitchell, 2005: The NCEP Stage II/IV hourly precipitation analyses: development and 
applications. Preprints, 19th Conf. on Hydrology, American Meteorological Society, San Diego, CA, 9-13 
January 2005. 

Roberts, N. M., H. W. Lean, 2008: Scale-Selective Verification of Rainfall Accumulations from High-
Resolution Forecasts of Convective Events. Mon. Wea. Rev., 136, 78-97. 

Wilks, D. S., 1995: Statistical Methods in the Atmospheric Sciences. Academic Press, 467 pp. 

-216-

http://www.emc.ncep.noaa.gov/mmb/ylin/pcpanl/refs/stage2-4.19hydro.pdf
http://www.emc.ncep.noaa.gov/mmb/ylin/pcpanl/refs/stage2-4.19hydro.pdf


Scale-related Issues involving verification of QPF: Results 
from a DTC assessment of WRF ensemble forecasts during 

the HMT-West winter exercise 
 

Edward I. Tollerud1, Tara Jensen2, John Halley Gotway2, Paul Oldenburg2, 
Huiling Yuan3, and Isidora Jankov4 

 
1NOAA Earth System Research Laboratory (ESRL), Global Systems Division, 

Boulder, Colorado 
2Research Application Laboratory, National Center for Atmospheric Research, 

Boulder, Colorado 
3 School of Atmospheric Sciences Nanjing University, Nanjing, P.R.China  

4Cooperative Institute for Research in the Atmosphere, Colorado State University, 
Fort Collins, Colorado USA, and Earth System Research Laboratory (ESRL), Global 

Systems Division, Boulder, Colorado 
Huiling.yuan@colorado.edu 

 

1. Introduction 
 

Since 2005-6, t he U nited S tates N ational O ceanic an d A tmospheric 
Administration ( NOAA) has  s upported a w inter ex ercise i n C alifornia t hat 
seeks in p art t o i mprove q uantitative pr ecipitation forecasts ( QPF) dur ing 
severe w inter s torms. T he U nited States National Weather S ervice, t he 
California Division of Water Resources, and the Hydrometeorological Testbed 
(HMT) hav e eac h pl ayed i mportant r oles i n this pr oject. Part o f the e ffort 
during t he m ost r ecent w inter ( 2009-2010) has  be en t he pr oduction an d 
assessment o f high-resolution WRF forecasts t hat e mploy A RW/WRF an d 
NMM/WRF cores with different physics packages and initial conditions to form 
a 9-member ensemble. To critically and quantitatively assess the performance 
of this ensemble, a real-time on-line verification system has been assembled 
and us ed for bot h r eal-time m onitoring an d r etrospective di agnostic s tudy. 
This effort has been funded by the United States Weather Research Program 
(USWRP) and has been primarily undertaken by the Developmental Testbed 
Center ( DTC), a j oint venture o f N OAA an d N CAR. We pr esent here s ome 
initial v erification r esults t hat s erve t o i llustrate i mportant features o f the 
ensemble Q PF, i ncluding s trong ap parent diurnal c ycling r elated t o actual 
heavy r ainfall ev ents. I n p articular, w e des cribe s ome e ffects of s cale o n 
verification by comparing ensemble mean and individual member verification 
for the 9-km resolution WRF Forecasts with parallel forecasts produced by the 
Global Forecast System (GFS) deterministic run with an effective resolution of 
~40 k m. We al so br iefly i llustrate t he s trong and c omplicating i mpact of 
verification dataset choices on interpretation of verification results. 
 
2. The 2009-2010 HMT winter exercise 
 

Domains w ere s elected for t he w inter ex ercise t hat i ncluded a l arge 
domain c overing m ost of  C alifornia a nd Nevada and ex tending s everal 
hundred km westward into the Pacific Ocean (Fig. 1). Nine ensemble member 
forecasts were produced in the large domain using both ARW and NNM cores 
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of t he WRF model i nitiated w ith s everal r andomly-selected G FS ens emble 
members for boundary conditions. Forecasts were out put every t hree hours 
up to 5 day  lead t imes. T he spatial r esolution of t his d omain w as 
approximately 9 km. An ensemble mean was produced from these members, 
and a c oarser-resolution G FS forecast w as i ncluded i n t he v erification for 
base-lining. I n a ddition, forecasts w ithin a s maller n ested do main w ere 
produced, a nd an other dom ain w ith hi gh t emporal r esolution (1 hr ) was 
produced for s horter duration f orecasts. V erification r esults pr esented h ere 
are for the full domain.  

 
The results described in this paper are pr imarily representative of  stormy 

periods during January 2010. During the week of 17-21, in particular, several 
storms moved on to t he nor thern a nd c entral C alifornia c oast r esulting i n 
heavy precipitation in most o f the coastal mountains and the S ierra Nevada 
Mountains. 
 
3. Equitable threat scores: Scale-related impacts and diurnal cycling 

 
Fig. 2 di splays eq uitable t hreat s cores ( ETS) for i ndividual ensemble 

members, thae ensemble mean, and GFS forecasts, all initiated at 1200 UTC 
17 January 2010 an d run out to 114 h.  The most remarkable feature on the 
figure is t he c lear di urnal pat tern to t he ETS s cores. As t he 6h f ractional 
coverage values ( shaded bars) suggest, t he bes t s cores c losely reflect ( but 
slightly l ead) t he m axima i n ar ea pr ecipitation frequency. T he l ikely 
explanation for this correlation is that forecast verification scores like the ETS 
are r elatively m ore e asily at tained under conditions o f s ubstantial ar eal 
coverage of  pr ecipitation, especially f or l ower t hresholds. I t i s o f interest t o 
investigate the nature of this somewhat unexpected diurnal sequence, which 
persists for several days during the period. Fig. 3 reveals that along the coast 
north o f San Francisco, there is also a v ery s trong diurnal cycle to the mid- 
and l ow-level winds, with s trongest westerlies ( and pr esumably s trongest 
upslope flow) centered around  0000 UTC and very strong southerlies at 1200 
UTC.  This pattern is also evident at many other sites in California, particularly 
in t he w estern hal f o f t he s tate and al ong t he c oast. F urther an alyses ar e 
necessary to determine i f i t i s s imply the result o f chance waves moving on 
shore or if a t rue diurnally-driven circulation is in evidence. The conclusion to 
that q uestion has  s trong i mplications for t he dev elopment o f r elevant 
verification strategies. 

 
 
Concerning resolution-based verification differences, the results shown on 

Fig. 2 indicate a generally g ood per formance o f t he ensemble m ean 
compared w ith i ndividual m embers during the f ull 4+ day  per iod o f t he 
forecasts. S imilarly good per formance i s a lso i ndicated by  scores f or t he 
coarser-resolution GFS. However, it  is  p ossible that t he GFS s cores are 
simply an effect of coarser spatial resolution; some scores (including the ETS) 
are s cale-sensitive i n t he s ense that coarser r esolution c an r esult i n bet ter 
values. Conversely, s everal ot her s cores (not s hown; false al arm r ates, f or 
instance, and areal frequency bias) show superior performance for the WRF 
ensemble mean. As Fig. 4 clearly illustrates, there is also a clear deterioration 
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of scores for the GFS at heavier rainfall thresholds even for scores that show 
relatively good GFS forecasts at smaller thresholds. 

 
4.  Gages vs. Stage IV analyses: observational impacts 

What i mpacts c an t he c hoice of v erification dat asets have i n a r eal-life 
setting? O ne i ndication i s g iven by  F ig. 3,  w hich de monstrates significant 
PODY differences that originate solely from the choice of 24h gages vs. that 
of 6h analysis from the Stage IV product as verification data. Two factors may 
be relevant to this di fference: rainfall dur ing 6h accumulation periods cannot 
reach given thresholds as easily, reducing sampling and negatively af fecting 
ETS scores; and gages are predominantly located in California as opposed to 
Nevada whereas Stage IV analyses extend across the full domain (excluding 
Pacific Ocean g rid p oints o f c ourse), r esulting i n v erification i n po orly-
observed geographic regions. 

 
5. Conclusions and Further Research 
 

The extensive verification results obtained during the winter experiment in 
California represent a rich source for studies like those briefly introduced here. 
In addition to dataset options, the real-time and retrospective scores also offer 
opportunities for c omparing v erification w ithin di fferent r egions and ov er 
various m eteorological s cenarios, an d f or di rectly examining scale-related 
scoring impacts.  
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Fig. 1. Full (9 km resolution) domain 
and nested (3km resolution) domain 
during the 2009-2010 HMT West 
winter exercise.  
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Fig. 2. Equitable Threat Scores (ETS) for ensemble model runs initiated at 1200 UTC 
17 January in the HMT-West domain. Individual ensemble ARW and NNM core 
members are as shown in legend; black curve is for the ensemble mean; and brown 
curve is for the deterministic GFS forecast.  Lead times are in hours. Verification was 
performed using Stage IV 6h analyzed precipitation. Shaded bars indicate areal 
frequency of observed precipitation for each 6h period. 
 
Fig. 3. Time series of precipitation, 
winds, and other quantities as shown 
for the period 0000 UTC 19 January to 
1200 UTC 20 January 2010. Stations 
BBY and CZC are located on the 
Pacific coastline and close by in the 
coastal mountain range, respectively, 
about 50 km N. of San Francisco. 
Plots are generated by the Physical 
Sciences and the Global Systems 
Divisions of the Earth System 
Research Laboratory and displayed at 
http://www.esrl.noaa.gov/psd/data/obs/
. 
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Fig. 4. Comparison of probability of detection yes (PODY) scores for January 2010 in 
the full HMT-West domain as verified using 24h gage totals (top) and 6h Stage IV 
estimates (bottom). Designation of individual ensemble members coded by color and 
line type is as in Fig. 2.  
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1. Introduction 

General traditional methodology for the verification of deterministic Quantitative 
Precipitation Forecasts (QPF) is readily available in literature (e.g. Nurmi, 2003). 
However, sound and meaningful verification measures for rare and extreme weather 
events, like heavy precipitation, remain an open and unresolved issue, much because 
small data samples effectively hinder the computation of reliable verification statistics. 
Moreover, the traditional verification measures have a tendency to degenerate to trivial 
(zero) values when the rarity of the event increases. 

Some of the novelty verification techniques potentially suitable and proper for heavy 
QPF verification include the Extreme Dependency Score, EDS (Stephenson et al., 
2008) and its derivative, the Symmetric Extreme Dependency Score, SEDS (Hogan et 
al., 2009). Very recently, Ferro & Stephenson (2010) proposed two further modifications 
of them. Section 2 of this paper introduces briefly these new verification measures, and 
initial experimental verification results based on long-term precipitation forecast 
datasets available at the Finnish Meteorological Institute (FMI) are presented in Section 
3. 

2. The measures EDS, SEDS, EDI and SEDI 

A set of binary (yes/no) forecasts is typically displayed as a two-by-two contingency 
table: 

from which some common 
verification quantities are defined 
as: 
H  = a / (a+c),  hit rate 
F  = b / (b+d),  false alarm rate 
p  = (a+c) / n,  base rate 
q  = (a+b) / n,  relative frequency of 
forecasted events 

The EDS (Extreme Dependency Score) can be written in the form (Stephenson et al., 
2008; Ferro & Stephenson, 2010): 

EDS  =  ( log p – log H ) / ( log p + log H ) 

and its symmetric version, SEDS (Hogan et al., 2009): 

 SEDS  =  ( log q – log H ) / ( log p + log H ). 
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From these equations one can see that the only difference is that the base rate p is 
replaced in the numerator of SEDS with q. By definition, SEDS  > EDS only and if p > q. 
If the forecasts were to be re-calibrated by having p = q then SEDS would equal EDS. 

Ferro & Stephenson (2010) very recently proposed two new versions to the “extreme 
dependency score family”, the Extremal Dependency Index EDI and the Symmetric 
Extremal Dependency Index SEDI: 

EDI  =  ( log F – log H ) / ( log F + log H ) 
and 

SEDI  =  log F – log H  –  log ( 1 – F ) + log ( 1 – H ) 
 log F + log H  +  log ( 1 – F ) + log ( 1 – H ). 

In the former, p and q of EDS and SEDS, respectively, are replaced by the false alarm 
rate F and, in the latter, there are two additional terms log (1-F) and log (1-H). The role 
of these terms is negligible in rare event cases when both H and F would decay towards 
zero with the rarity of the event (when p approaches 0). These terms are included to 
make the score SEDI complement symmetric according to the authors. One reasoning 
behind these two new scores is to obtain a base rate independent measure, thus having 
the measures as functions of H and F only. 

Primo & Ghelli (2009) and Ghelli & Primo (2009) have reported several undesirable 
properties of the EDS measure like being dependent on the base rate p and being easy 
to hedge (i.e. issuing a forecast which would be against one’s judgement). These 
shortcomings were tried to be rectified by the SEDS measure, but the undesirable base 
rate dependency property still remained. The following table quoted from Ferro & 
Stephenson (2010) showcases properties related to all of these four measures 
(for more details, see the original paper): 

   

Ferro & Stephenson (2010) elaborate extensively on various properties of the EDS and 
its derivative scores. They conclude that the new scores, EDI and SEDI, overcome the 
disadvantages of the EDS and SEDS. They further recommend that all forecasts should 
be re-calibrated before adopting and computing any of these scores and that the 
(frequency) bias should be examined separately. This, however, has not been done in 
the present study. We are merely showcasing results from initial experimentations 
utilizing real forecast data used as guidance in an operational environment. 

3. Results 

The data utilized in this study are seven years of NWP output of QPFs originating from 
the global ECMWF model and the limited area HIRLAM (high resolution) model 
operated by the Finnish Meteorological Institute. Some verification statistics are 
presented for the four verification measures, EDS, SEDS, EDI and SEDI, as well as, for 
comparison, for two traditional categorical verification measures, namely: 
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PSS = H – F  Peirce Skill Score 
ETS = ( a – ar ) / ( a+b+c - ar ) Equitable Threat Score 
where ar  is the number of hits for random forecasts.  

Figure 1 shows seven-year (2003-09) accumulated and averaged results of ECMWF 
QPFs for the forecast accumulation period of +18-42 hours, averaged over 100 rain 
gauge stations in Finland. Due to the large dataset there are quite many extreme heavy 
precipitation cases (in the Finnish climate), i.e. over 300 cases with 24-hour 
accumulated precipitation exceeding 30 mm. One can immediately note how the 
traditional verification scores degenerate towards zero beyond 5-10 mm of daily 
precipitation. On the other hand, the novelty scores defined in the previous section, 
behave remarkably different. At the lowest precipitation rates they are somewhat 
different to each other and qualitatively comparable to the PSS. When the precipitation 
events become more extreme they tend to converge to each other but not trivially 
towards zero. The EDS is somewhat lower compared to the others when daily 
precipitation amounts exceed 10 mm, and EDI and SEDI are almost identical at highest 
precipitation rates as can be interpreted from their definitions. 
 

 
Figure 1. Verification scores as a function of precipitation threshold for 42 hour ECMWF 24-hour 
accumulated (+18-42 hrs) QPFs, averaged over seven years (2003-2009) and c. 100 rain gauge stations 
in Finland. The lowermost numbers indicate the number of cases in each category. See text for the 
explanation of acronyms.  

Figure 2 presents a comparison between the EDS, SEDS and EDI scores at two 
different ECMWF QPF ranges, c. two days (+18-42 hour accumulation) and c. five days 
(+114-138 hour accumulation). (SEDI was not available at the longer forecast range). 
The two pairs of three curves behave qualitatively in a similar manner and as one would 
hope to expect the longer range forecasts produce the poorer verification results. Going 
to the most extreme (and rare) events of precipitation exceeding 50 mm per day all of 
the scores fall down to zero level at day D+5 forecast range. 
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Figure 2. Verification scores as a function of precipitation threshold for 42 hour (+18-42 hr accumulations) 
(upper three curves with solid markers) and 138 hour (+114-138 hr accumulations) (lower three curves 
with open markers) ECMWF QPFs, averaged over seven years (2003-2009) and c. 100 rain gauge 
stations in Finland. The lowermost numbers indicate the number of cases in each category. See text for 
the explanation of acronyms. 

The final Figure 3 shows a time-series comparison between the global ECMWF and 
limited area HIRLAM models during the past seven years, 2003 to 2009, looking at QPF 
accumulations exceeding 20 mm during 24 hours at the day D+2 range. The EDS 
produces generally somewhat lower values than the other novelty scores, and the 
traditional measures (PSS, ETS) remain at a much lower level as expected from what 
was shown already earlier. HIRLAM appears to have caught up the edge which 
ECMWF had in the early part of the study period.  

  
Figure 3. Time evolution of verification scores of 42 hour ECMWF (left-hand-side curves) and HIRLAM 
RCR (right-hand-side curves) accumulated (+18-42 hrs) QPFs for precipitation exceeding 20 mm dueing 
the 24 hours, averaged over c. 120 rain gauge stations in Finland (except for years 2008-09 c. 100 
"better" stations). See text for the explanation of acronyms. 
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The Met Office now has an operational short range NWP prediction system for the UK using 
a variable resolution version of its Unified Model (UKV) with the main domain at 1.5km 
resolution stretching to 4km resolution in the boundary zone. This uses 3 hourly 3D-Var with 
conventional observations and 3D cloud cover on a fixed 3km resolution grid and then 
latent heat nudging using a radar derived precipitation analysis during the 3 hour 
assimilation window. This is nested in the regional NWP system at 12km resolution using 6 
hourly 4D-Var (at 36km resolution) plus latent heat nudging. 
 
We are developing an hourly cycling NWP based nowcasting system at 1.5km resolution. 
The test system covering Southern England and Wales is nested in the current UK 4km 
NWP system and will ultimately be nested in the UKV. A 3D-Var analysis at 1.5km 
resolution with humidity nudging using an hourly  3D- cloud analysis and latent heat 
nudging using 15min radar derived surface precipitation analyses has been tested as well 
as 4D-Var at 3km plus humidity and latent heat nudging. We are also undertaking work to 
directly assimilate radar Doppler winds and reflectivity data as well as geostationary satellite 
data and assessing the impact of high time frequency wind profiler and GPS data. Future 
use of cloud radar, ceilometer and microwave radiometer data is also being considered. 
 
This paper will describe results from the operational and developmental Met Office systems 
for short-range and nowcasting predictions of precipitation and comparisons with the 
current nowcast system. 
 
This work also contributes to working group 1 (Propagation of uncertainty from observing 
systems (radars) into NWP) of COST-731 - Propagation of uncertainty in advanced meteo-
hydrological forecast systems -  and will contrast the work with that of other European Met 
Services, institutions and universities. 
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LETKF for the nonhydrostatic regional model
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1 Introduction

Data assimilation for numerical weather prediction (NWP) at the convective scale meets with
a number of challenges. They include: strongly flow dependent and unknown spatial balances
between the different model variables, importance of nonlinear processes, non-Gaussian error
statistics and large forecast errors in ’weather’-parameters due to imperfections in the physics,
in particular in the cloud and boundary layer formulations.

The Local Ensemble Transform Kalman Filter (LETKF) (Hunt et al., 2007) offers some
very attractive features: it is a simple algorithm, no tangent linear and adjoint versions of
the prognostic model are required, and the forecast error covariance matrix is cycled and thus
flow-dependent.

At Deutscher Wetterdienst (DWD) it is planned to use the LETKF on the global scale (in
a hybrid approach together with 3dVar) as well as on the local scale. The LETKF analysis
ensemble will also serve as initial conditions for COSMO-DE EPS, a convection permitting EPS
system under development at DWD.

The outline is as follows: we will give a short overview on the LETKF and the NWP model
COSMO-DE in sections 2 and 3. In section 4 we present the results of our LETKF experiments
and we conclude in section 5.

2 LETKF theory

Our Implementation follows (Hunt et al., 2007). The basic idea of the LETKF is to do the
analysis in the space of the ensemble perturbations. This is computationally efficient, but
also restricts corrections to the subspace spanned by the ensemble. An explicit localization is
necessary to confine the ensemble size; this means to compute a separate analysis at every grid
point, where only certain observations are selected. Thus, the analysis ensemble members are
a locally linear combination of first guess ensemble members.

The analysis mean x̄a is given by

x̄a = x̄b + XbP̃a(HXb)TR−1(y − ȳb) (1)

where x̄b is the first guess mean; H is the (linearized) observation operator and Xb are the first
guess ensemble perturbations. The analysis ensemble is obtained via

Xa = Xb[(k − 1)P̃a]1/2 = XbWa. (2)

1
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Here, k is the number of ensemble members and P̃a is the analysis error covariance matrix
which is (in the ensemble space) given by

P̃a = [(k − 1)I + (HXb)TR−1HXb]−1. (3)

3 The COSMO-DE model

COSMO-DE is a convective scale NWP model which provides very short range forecasts (up
to 18 h), it has been running at DWD since 2007. The focus of interest is on severe weather
events related on the one hand to deep moist convection leading e.g. to super- and multi-cell
thunderstorms or squall lines and on the other hand to interactions with fine scale topography
which can induce e.g. severe downslope winds or Föhn-storms. COSMO-DE has a horizontal
mesh size of 2.8 km, 50 layers in the vertical and covers the area of Germany, parts of its
neighbouring countries and also a large part of the Alpine region. The dynamical formulation of
the COSMO-DE is based on the COSMO-Model (Baldauf et al., 2010). It is a non-hydrostatic,
fully compressible model in advection form. COSMO-DE does no longer use a parameterisation
of deep convection, but resolves at least the larger-scale elements of organized convection. For
the smaller scales a parameterisation of shallow convection is retained. Currently, the intial
conditions are provided by a nudging scheme including latent heat nudging for the assimilation
of radar data (). The COSMO-DE EPS is a ensemble prediction system currently under
development at DWD. The purpose is to produce probabilistic forecasts of severe weather
events such as wind gusts, thunderstorms and heavy precipitation. It will run at the same
resolution of 2.8 km as the deterministic COSMO-DE.

4 Experiments and results

We performed several preliminary experiments with successive LETKF assimilation cycles. In
all experiments, 32 ensemble members were used. The initial ensemble members where drawn
from the 3dVar B-Matrix of the global model GME. Conventional observations from the global
network were assimilated. We have run a 3-hourly cycle up to 2 days (7-8 Aug. 2009: 1 quiet
+ 1 convective day) and used lateral boundary conditions (BC) from COSMO-SREPS () (3 *
4 members) or deterministic BC.

In our first experiments we concentrate on general topics, such as the rms/spread ratio of the
ensemble, the noise (as measured by dps/dt) and the general behaviour of LETKF (analysis
increments, spread structures). The effect of parameter variation (e.g. localization length
scales) was tested, but fine tuning is left to be done with longer running experiments.

The set of analysed variables is given by u, v, w, T, pp, qv, qcl, qci (wind components including
vertical velocity w, temperature, pressure pertubation, humidity, cloud water and cloud ice
content). Here, ’analysed’ means that linear combination is applied to these variables; other
variables are taken from first guess ensemble members or ensemble mean.

We verify the LETKF results (i.e. the analysis mean) against the nudging analysis and
observations. When comparing with the nudging analysis one has to take into account that the
nudging scheme uses a larger set of observations. A verification tool (deterministic/ensemble
scores) is currently under development within the COSMO consortium.

Fig.1 shows the spread of the u-wind component of the first guess ensemble, obtained with
deterministic and ensemble BC, respectively. In the case of deterministic BC we observe a lack
of spread at the lateral boundaries, whereas “new” spread is coming in from the west with
ensemble BC. This demonstrates the need to use ensemble BC’s, and it can be seen that a large

2
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Fig.1: spread (wind component u in m/s) of first guess on 7 Aug. 2009 at 12 UTC (after 4 analysis
cycles) for deterministic BC (left) and ensemble BC (right).

amount of the whole domain is influenced by the spread stemming from the BC. As we will see
later, the use of ensemble BC leads to some difficulties.

In order to test the implementation of the LETKF and it’s capability of making use of
observations we compare the analysis produced by the LETKF with a free forecast which uses
the same BC but no observations. Fig.2 shows the temporal development of the first guess
and free forecast rmse of the u-component of wind velocity (as measured with respect to the
nudging analysis) on the 500 hPa level. One can see that the LETKF performs better than the
free forecast on all levels.

Fig.2: rms of u,(m/s) (interior) of first guess and free forecast; results for det BC.

Next we verify the LETKF analysis against observations; the results are shown in Fig. 3.
The reduction of spread between first guess and analysis indicates that the LETKF makes use
of the observations. As also the rmse of the analysis is smaller than that of the first guess we
conclude that the LETKF is able to use the information contained in the observations. The
spread of first guess and analysis is much smaller than the corresponding rmse; this means that
the ensemble is underdispersive.

The lack of spread is (partly) due to model error which is not accounted for so far. One
(simple) method to increase spread is multiplicative covariance inflation:

Xb → ρXb (4)

with Xb being the ensemble perturbations and ρ > 1. The tuning of the inflation factor ρ
takes much time, and it is expected that the optimal value will change in time, depending e.g.
on observation density. For this reason, an adaptive procedure is preferable. (Li et al., 2009)
propose an online estimation of the inflation factor. The idea is to compare the “observed” obs
minus first guess, given by (y−H(Xb)) with the “predicted” one, given by (R+HPbH

t). This

3
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area), AIREP

method was applied in a LETKF environment by Bonavita et al. (2010), where ρ was time and
space dependent. Here, in a first step, we tested a version with a space independent ρ.

It is also assumed that the observation errors and thus the R-matrix are specified incorrectly,
and a correction is desirable. This can be achieved by comparing the observed observation co-
variance with the assumed one (in ensemble space) and correcting R automatically if necessary.
Both methods (est. of inflation factor / R matrix) have been tested with reasonable numerical
cost and success with a toy model, and have been implemented in the COSMO LETKF. For
deterministic BC, a positive effect of the adaptive ρ inflation is visible, which is shown in Fig.4.
In the case with ensemble BC the method was not succesful. Currently, an improved version
with a space dependent ρ and doing the computation in ensemble space is tested.

Fig.4: intercomparison of first guess rms and spread of u,(m/s) (interior); results for det BC and
constant inflation factor ρ (exp1004) and adaptive covariance inflation (exp1006)

The LETKF produces an analysis ensemble as a (local) linear combination of the first guess
ensemble. The analysis fields obtained are not necessarily balanced, and noise (e.g. external
gravity waves, measured by dps/dt) might be present when starting the integration. Indeed we
find an increased level of noise (as compared with the nudging scheme). Fig.5 (left plot) shows
that noise is present in the whole domain.

We observed that the diagonal elements of weight matrices W are larger than the off diagonal
elements; this means that the analysis ensemble member k gets the largest contribution from
first guess ensemble member k plus (smaller) corrections from members i 6= k. Thus, the
difference between analysis and first guess ensemble member k (the analysis increment) is small
compared to the full fields, and hydrostatic balancing can be applied to this increment: this
leaves the full fields nonhydrostatic as it should be in a nonhydrostatic model.

Applying this method reduces the noise in the interior of the domain (Fig.5, right plot); at
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Fig.5: area plots of noise (dPs/dt) at the first time step; ens BC without hydrostatic balancing (left)
and with hydrostatic balancing applied (right).

the boundaries, there is still noise present.

5 Conclusions

We have tested the LETKF in preliminary, short assimilation cycles. The LETKF demonstrated
its capability of assimilating conventional observations correctly. Problems such as a lack of
spread and noise introduced by the ensemble BC were identified. The latter could be alleviated
by applying hydrostatic balancing to the analysis increments. The effect of this balancing on
the rms/spread ratio will have to be investigated. Furthermore, we will study the effect of the
remaining noise on e.g. precipitation at the beginning of the integration.

The adaptive covariance inflation, which was tested in a simple version, was successfully
applied in the case of deterministic BC. For ensemble BC a more sophisticated version is
currently tested. Within the COSMO consortium, alternative methods to account for model
errors are developed and will also be implemented in the LETKF.

In the future we will run experiments over a period of weeks or months. In this experiments,
we will use more observations (radar data in particular) and do the analysis more frequently
(≈ all 15 min). With this more realistic setup, parameters as the localization length scales will
have to be tuned.
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The impact of mu ltiple-Doppler rad ar d ata ass imilation on qua ntitative pre cipitation 
forecasting (QPF) is examine d in  a case stud y of Ma y 7 , 2010 Guangzhou heavy 
precipitation. The Advanced Regional Prediction System (ARPS) and its three-dimensional 
variational data assimilation system (ARPS 3DVAR) and cloud analysis package are used to 
analyze rad ar radia l wi nd and reflectiv ity i nto W RF ( Weather Res earch and For ecasting) 
modelling system. In this study, multiple-Doppler radar assimilation in Guangdong province 
is applied to predict a squall line system on 7 May 2010 that caused heavy precipitation and 
flooding in Gua ngzhou. Th e QPF skills ar e evaluated. Numerical prediction e xperiments 
demonstrate that the ARPS 3DVAR can successfully assimilate Doppler radial velocity and 
reflectivity from 7 radar sites and extract useful flow and hydrometeor information from the 
radar dat a to initiate the squall li ne syst em. Rad ar data assimilation adjusts b oth the  
dynamical and thermodynamical fields for th e init ial co ndition. Assim ilation o f b oth ra dial 
velocity and reflectivity results in higher QPF skill scores than assimilation of e ither radial 
velocity or re flectivity only. In addit ion to the improvement o f the QPF skill , the predicted 
structure of the squall line is also improved by the multiple Doppler radar data assimilation in 
the cycling experiment. To  investigate the impact of d ifferent initial fie lds, th ree groups of 
sensitivity experiments are conducted with the initial fields and lateral boundaries from GFS 
and NCEP FNL data. Differences in sub-synoptic scale characteristics between the GFS and 
FNL initial f ields a re found to result  in diff erent simu lation re sults. The  influence remains 
throughout the forecast duration. 
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Optimization of the Analogs method in the framework 
of statistical weather forecasting in the Swiss Alps

Pascal HORTON1, Charles OBLED2, Michel JABOYEDOFF1, Richard METZGER1

1 University of Lausanne, IGAR, Lausanne, Switzerland (pascal.horton@unil.ch), 
2 Grenoble Institute of Technology, LTHE, Grenoble, France

In southwestern Switzerland, the MINERVE project aims at reducing the flood peaks of the 
Rhône river by means of water retention in dams. Their operation requires therefore 
precipitation forecasts for several days ahead. In parallel to physically based numerical 
weather prediction model (NWP) outputs processed by MeteoSwiss, probabilistic 
quantitative precipitation forecasts (PQPF) by means of an Analog method are being 
developed. The principle of this downscaling approach is to bypass the modeling of the 
precipitation generating processes by finding in a past meteorological archive situations 
that are similar to the target one and to use their concurrent rainfalls to build a conditional 
distribution.
 
The meteorological archive contains a large amount of candidate predictors. The goal is to 
find the best set of variables and of parameters (time and spatial windows, number of 
analogs, weightings, etc…) to connect synoptic information to local rainfall. This makes the 
model opened to improvements that are impossible to explore manually. Thus, an 
optimizer based on the Nelder–Mead method was implemented to perform an automatic 
parameter calibration. This allows to introduce new concepts and to remove some 
limitations that existed for the simplification of the manual calibration.

Since the different regions in the Swiss Alps are sensitive to distinct meteorological 
situations, the best predictors vary from a sub-region to another. This was observed for 
various parts of the alpine Rhône catchment that are characterized by strong orographic 
effects under specific circumstances.

The spatial windows of the selected predictors highlight the best location where predictors 
must be compared to downscale at best the precipitation of a given sub-region. It was 
found that those locations correspond to features in the patterns of situations giving severe 
rainfall, which differ from the average state. Results are in good agreement with known 
case studies and consistent with the underlying physics.
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WRF+VAR(National Radar Network) 
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1. Introduction  
 
A contemporary theme in numerical weather prediction (NWP) is the assimilation of 
radar observations of reflectivity and radial Doppler winds into convective scale models. 
As NWP is partly an initial value problem, there is some expectation that by assimilating 
high resolution observations the short term skill of model predictions should be 
increased.  
 
However there remains some question about the best way to determine quantitative 
precipitation forecasts (QPF) skill. Direct comparison of model accumulations to gauge 
networks or remotely sensed satellite or C-band radar areal accumulations is 
problematic as each observation type suffers from scale problems (e.g. Fabry et al. 
1994), particularly at the scales associated with convective rainfall. In this work we use 
a high resolution X-band radar accumulation product, which overcomes some scale 
problems, to estimate the total precipitation falling into the catchment. This observation 
can then be compared to model accumulation above the catchment.  
 
2. Radar Data 
 
There are two groups operating weather radars in New Zealand.  
 
The New Zealand Meterological Service (MetService Ltd.) operates a national network 
of fixed C-band radars (for details see Crouch 2003). Usually the radars generate a 
volume scan every 7.5 minutes. The radars are Dopplerised and employ a dual pulse 
repetition frequency (PRF) strategy to expand the Nyquist velocity ambiguity to about 16 
ms-1. In this work we use a velocity unfolding techniques based on an estimate of the 
regional wind obtained from the echo motion vector (EMV), an estimate of the speed 
reflectivity is advected across the radar domain based on subsequent reflectivity images. 
The MetService radar data is further post-processed with a super-observation 
procedure similar to Salonen et. al. (2009) in preparation for NWP data assimilation.  

The UoAAPG runs a variety of small 25 kW X-band radars. The radars are constructed 
from modified off the shelf components. The radars are mounted in different vehicles or 
structures depending on the application or logistical requirements, for example a trailer 
radar can be towed to sites near campus or a more robust sea-container based unit can 
be moved by commercial transport (Figure 1). UoAAPG radars have been involved in a 
variety of experiments including observations of orographic rain processes (Purdy et al. 
2005) and a small tornado (Sutherland-Stacey, Shucksmith and Austin 2010).  
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Figure 1: University of Auckland Mobile radars Left: deployed at a farm near Mangakino, 
New Zealand and Right: In the Blue Calf mountains in Australia.  

In the winters of 2008 and 2009 one radar was deployed, along with ancillary rain 
gauges and graduate students, to a site in the central North Island of New Zealand (NZ) 
overlooking a catchment of about 130 km2. The radars were run with a low elevation 
scan pattern, completing one sweep about every 50 seconds. Reflectivity was then 
converted to areal accumulation over the catchment by applying the classic Marshal-
Palmer Z-R relationship. Comparison of the radar accumulation to gauge point 
measurements suggests the radar retrieved rain rates agree with a mean absolute error 
of order 1 mm/hr at range less than 15 km and that the radar areal accumulation is 
more representative than comparable estimates that could be made with gauges alone. 
An example of an X-band observation is given from this study is Figure 2. 

 

Figure 2: Characteristic X-band radar reflectivity observation over the Waipapa 
catchment (solid black). The radar location is indicated (∆) along with rain gauges (×) 
surface roads (solid gray) and terrain (light gray).  
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3. Method 
 
The non-hydrostatic version of the Weather Research and Forecast model (AWR-WRF) 
includes variational data assimilation (VAR) capabilities (Barker et al. 2004) including a 
facility for the assimilation of radar reflectivity (Xiao et al. 2007) and radial Doppler 
velocity observations (Xiao et al. 2005). The details of the variational assimilation 
scheme, which is not modified for this work, are not repeated here, but it is noted that 
the rain model used in the assimilation includes only warm rain processes, which may 
not be suitable for NZ winter situations. For this reason only Doppler radial velocity 
observations are assimilated in this example. 
 
WRF is run in      -                                 outer nest with 15 km grid spacing 
covering NZ and the Tasman sea which feeds boundary conditions to a nest with 3 km 
grid spacing over the North Island of NZ (Figure 3). The nested domain is integrated 
without a cumulus parameterisation, as the grid spacing should be small enough to 
resolve some (but clearly not all) convective features. (The model is run on a modest 
custer of some 15 dual-core Intel nodes which is maintained as a learning and research 
resource by and for graduate students.) 
 
Both nests are run as ensembles with 10 members. The outer nest receives boundary 
conditions from the NCEP global run with radiance and insitu observations assimilated 
with 3DVAR every 6 hours. Radar data from the 3 North Island MetService C-band 
weather radars that were operational during the 2008 and 2009 winter UoAAPG 
deployments is assimilated was the nested domain every 15 minutes, although due to 
computational limitations the model error statistics are not updated for every 
assimilation cycle. The inner nest is also integrated without assimilation as a control. 

 
Figure 3: WRF domains. Left: 15km grid point spacing outer domain and Right: 3km grid 
point spacing nest. 

An example of the proposed observation experiment is given for a case on 2009/09/27 
18:00 to 2009/09/27 05:00 UTC, when a complex frontal system advanced over the 
country from the north west. The inner nest ensemble is run with Doppler radial velocity 
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data assimilation every 15 minutes for the first 6 hours and then for a further 5 hours 
with no additional data assimilation.  
 
To qualitatively compare the model rain field with reflectivity observations the rainwater 
mixing ratio is converted to reflectivity after Sun and Crook (1997). For quantitative 
assessment of model skill the spatially averaged model accumulation over the study 
catchment can be extracted for comparison against the X-band radar accumulation.  
 
4. Discussion 
 
In the example images presented here (Figure 4) assimilation of Doppler winds every 
15 minuites for 3.5 hours displaces the resolved frontal precipitation system to the west, 
compared to the control run, and increases its width in the north of the country.  A rain 
band off the west of New Zealand is partially removed by the assimilation process but 
also relocated to the east around the southern end of the Island. The changes appear to 
be broadly consistent with reflectivity observations. 

 
Figure 4: Reflectivity 2009/09/27 21:30 UTC Left: Model without Doppler wind 
assimilation, Middle: model with Doppler wind and Right: observation from the national 
radar network. The location of the Waipapa study catchment is indicated with an arrow. 

A method to test the QPF skill of the model is to compare it against actually 
observations. In  

Figure 5 the control and Doppler wind ensemble model accumulations are plotted 
alongside an estimate of the areal accumulation from the X-band radar observations. 
Both the control and Doppler wind ensemble spreads include the X-band radar 
estimates for most of the time period, however the Doppler wind ensemble 
overestimates the total accumulation while the control run underestimates the 
accumulation. 
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Figure 5: Accumulation in the Waipapa catchment for the same case study. Black line: 
X-band radar estimate, Blue line: Doppler wind model, Red: Control run. (shaded area 
model spread and solid lines the ensemble mean). 

5. Concluding Remarks 
 
In this work a system for comparison of model predictions to high resolution X- band 
radar measurements of areal accumulation is proposed and demonstrated by way of an 
example. Statistical analysis of a larger dataset of cases is presented in the associated 
talk. 
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1.Introduction 

In Numerical weather forecast, whether the initial field is good have a direct impact on the forecast.In 
the traditional numerical prediction, we choose routine meteorological observation data as the initial 
field, which lack  the macroscopic and microscopic physics features of cloud for precipitation 
forecast, and this caused the problem called spin-up.  
Doppler weather radar can obtain the information within the cloud,such as radial wind speed and 
reflectivity, with high resolution that conventional observation data is incomparable. In recent years, 
there are more and more meteorologist at home and abroad studying the application of doppler radar 
radial velocity and reflectivity material into the high-resolution forecasting model.  
By simulating one rainstorm process around Jiangsu Province, based on ARPS model and its Data 
Analysis System ADAS and three-dimensional variational assimilation 3DVAR, we analyzed the 
impact of improving the initial field and getting better forecast results which brought by the two kinds 
of radar data added in differernt combinations. 
2. Assimilation of Doppler radar radial wind and reflectivity data 

ARPS(The Advanced Regional Prediction System)model is developed by the Center for Analysis and 
Prediction of Storms established at the University of Oklahoma.Central to achieving this goal is an 
entirely new three-dimensional, nonhydrostatic model system known as the Advanced Regional 
Prediction System (ARPS).It is a entirely new and complete numerical prediction system designed for 
the explicit representation of convective and cold-season storms. It includes a data ingest, quality 
control, and objective analysis package known as ADAS (ARPS Data Analysis System), a 
single-Doppler radar parameter retrieval and assimilation system known as ARPSDAS (ARPS Data 
Assimilation System, of which ADAS is a component), the prediction model itself, which is the topic 
of this paper, and a post-processing package known as ARPSPLT. It is a model system that can be used 
effectively for both basic atmospheric research and operational numerical weather prediction, on 
scales ranging from regional to micro-scales. An iterative scheme used in ADAS can offer 
computational savings in that large matrix solutions need not be found, the Bratseth interpolation 
method accounts for the relative error between the background and the error in each observation 
source, and is relatively insensitive to large variations in data density. To deal with Doppler radar, it 
needs radial wind adjustment, microphysical adjustments, complex cloud analysis, quality control and 
incremental analysis updating.  

2.1 Assimilation of Doppler radar radial wind data 

ADAS is combined with ARPS3DVAR to adjust the radial wind, the cost function is： 
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where, bJ  represents the difference between analysis variables X and background bX
，B is the 

background error covariance matrix ， X  includes three-dimensional wind ),,( wvu , potential 

temperature 、pressure p and rain water ratio rq 。 oJ is observation,which stands for the difference 

between analysis result )(XH and observation variables oy
， R  is the observation error covariance，

H  is observation operator。 cJ is mass conservation constraint。Generally, observation error 

covariance matrix is the diagonalization matrix which not related to the observation error, and the 
diagonal elements is the observation error estimate. The observation of the radial velocity is 
interpolated into the analyze lattice point by 3DVAR system, in that the spatial interpolation for 
forward difference operator is not needed. 
2.2 Assimilation of Doppler radar reflectivity data 

ADAS complex cloud analysis method introduced water vapor and moisture based on radar data,with 
the ground observation of cloud and cloud height and radar data to analysis and microphysis 
adjustment,and the reflectivity values and threshold will be compared, on the grid points within the 
scope of radar observations, if the threshold value is high, we take it for clear sky, otherwise, the 
quantity of humidity such as humidity, landscare, rain, snow, ice, and hailstones on the grid point 
should be local adjusted in 3d space according to the radar reflectivity. 
In the latter analysis, according to the relationship of rain mixing ratio and radar basic reflectivity 
factor Z: 

)2()log(5.171.43 rqZ   

where，  is air density. Visible, radar reflectivity values factor the water mix ratio. 

3  Case Selection and Test Design 

We selected a thunderstorm rainfall process as simulated case near jiangsu province at 22:00(UTC) in 
July 6th 2009 to 02:00 7th in jiangsu province.Control test is double one-way nested grid,and both the 
inner and outer layer grid center situated at (32.05°N ， 118.16°E) ， the 6h interval 
NCEP/NCAR  0.10.1 FNL reanalysis data is as background, and the output data of every 10 
minutes of outer layer grid is offered as the inner layer grid lateral boundary condition, and the 
simulation schemes see table 1. 
Figure of radar reflectivity factor at 22:00-02:00 in July 6, 2009(a 22:00,b 23:00,c 00:00,d 01:00,e 

02:00 ),ellipsis 
 

Table 1  Simulation scheme 

 Outer layer Inner layer 
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We added the radar data in the inner layer initial field from 22 :00,and lasts for 6h. Contrast tests 

are divided into seven groups, see table 2.  
Table 2  7 contrast experiments 

 

4 effect that radar reflectivity and radial wind to the initial humidity and wind field 

4.1 humidity analysis after radar data added 

 
Fig.1  the rain water mixing ratio of ref、vel、refvel and cntl experiments at 23:00(4km height,unit: g/kg

Visible, reflectivity assimilation is better than radial wind assimilation for the moisture forecast, but with 
the integration, the test will gradually deviated from moisture position and more false liquid water 
appeared.
4.2 wind field analysis after radar data added 

After the initial time that radar data added, the refvel and vel tests appeared wind convergence 
corresponded to the strong convective center,which means that radial wind data assimilation promoted the 
mesoscale activity but reflectivity didn't. 
With the integration of assimilation, the initial assimilation effect will be weakened gradually. Therefore, 
the following experiments are designed: the output of an hour will be the initial field of next time for 

Horizontal grid distance 18km 6km 
Horizontal grid number 102102 8383 
The vertical resolution 500m 500m 

Layer number 35  35  

Cumulus clouds parameter 
schemes 

Kain-Fritsch none 

radiative process      Atmospheric radiative transfer parameterization scheme 
microphysical process    Ice microphysical process 
Earth’s surface scheme     double surface model 

Short title Radar reflectivity data Radar radial wind data 

ref Initial field assimilation  Not assimilation 
vel Not assimilation Initial field assimilation 

refvel Initial field assimilation Initial field assimilation 
refs Every hour assimilation Not assimilation 
vels Not assimilation Every hour assimilation 

refvels Every hour assimilation Every hour assimilation 
cntl Not assimilation Not assimilation 
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prediction, and so forth, to observe how much influence for 2-4h forecasting after multiple time radar data 
assimilated.
4.3 Multiple time radar data assimilation, 1-3 hour moisture field analysis 

After a long time continuous assimilation,we found that the tests which reflectivity assimilated—refvels 
and refs experiments show better liquid distribution than vels test. 
The figure of 00:00-02:00 rain water mixing ratio at 4km height(unit:g/kg),ellipsis. 
4.4  Multiple time radar data assimilation,wind field analysis 

Refs and vels experiments have positive effect on wind field forecast,and refvels test,and refvels test 
has the advantages of the above two tests,which make the wind field structure and convection activities 
more apparent. 

 
(a) 

 
(b) 

Fig.2  forcasted wind field at 4km height from refs、vels and refvels experiments (a)u-v wind field (b) w wind field 

 
In order to quantitatively compared, we choose the forecasting wind speed from refvel test near sounding 
site(32.0 N °, 118.8 E °) at 00:00 to compare the sounding data at the same time. 

 

Fig.3  constracting sounding wind velocity at 00:00 with forcasting wind velocity from (a) refvels (b) refs and vels experiments 

 

By figure 3 (a) (b), though there is a certain difference betweem refvels test forecast wind and sounding 
data, the basic situation and the amplitude can be better reflected. The wind speed that vels forecast not as 
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good as refvels test.Thus, it can be seen that the test which assimilated wind speed forecast better wind 
field. 
4.4 Comprehensive analysis of the results 

In order to compare effect of assimilation tests,we analyzed each test in forecasting divergence field and 
verticalrain water mixing ratio per hour.Figure4 of forecasted cross-section drawn divergence fields 
for 2h(22:00-00:00) from all the assimilation experiments (unit:1000g/kg),ellipsis. 
Figure 4 is the forecast regional center position divergence vertical section for 2h. Judging from this 
situation,both the initial field assimilation and multiple time assimilation showed priority of mesoscale 
convection vertical structure of convergence in the lower level and divergence in the higher level. Also, 
the reflectivity data assimilation tests showed stronger high-level precipitation conditions than only the 
wind radial assimilation tests. It is proved that reflectivity assimilation played a key role in the 
precipitation forecast. 
Figure 5 is the contrast that the tests’ three hours forecast of 22:00-01:00 with TRMM satellite measured 3 
hours rainfall precipitation. By contrast with other tests, we can see that there is good correspondence with 
the reflectivity assimilated tests (ref,refs,refvel,refvels) and precipitation TRMM satellites measured 
rainfall,especially multiple time reflectivity and racial wind assimilated test refvels,whose southwest false 
vapor weakened than refs test, wherever the control test reflect has large deviation of precipitation position. 
Refvel vel, ref, precipitation test for 60mm, energy 80mm 120mm, and the maximum precipitation of 
refvels vels refs tests, respectively achieved 160mm 60mm, TRMM 120mm, and measured rainfall 80mm 
only. Visibly, comprehensive examinated of rainfall precipitation and location prediction, refvels test is 
more reasonable. 

 
Fig.5  constrasting the amount of precipitation forecasted for 3h (22:00-01:00) from all the experiments with TRMM satellite 

observations of 3h precipitation 

 
5 Conclusions 

Doppler radar reflectivity and radial velocity data are added directly to the mesoscale model ARPS (The 
Advanced Regional Prediction System) in numerical simulation by its data processing system ADAS 
(ARPS Data Analysis System). The experiments include: control experiment, reflectivity assimilated 

-246-



  

experiment, velocity assimilated experiment, both the two kinds of data assimilated, and continuous 
assimilion at multiple times experiment. 
 
By simulating one rainstorm process around Jiangsu Province, we analyzed the impact of improving the 
initial field and getting better forecast results which brought by the two kinds of radar data added in 
differernt combinations, and came to the following conclusions:  
(1) reflectivity data and radial velocity mainly separately adjusts the moisture field and strengthened the 
meso-microscale information, both the two kinds of radar data assimilated preformed better than either 
one kind of radar data added within 2 hours.  
(2) Compared with other assimilative experiments, the predicted wind speed from the multiple times’ 
assimilating experiment with two kinds of radar data was more close to the sounding wind speed, and the 
predicted position of rainfall from this experiment had better relationship with TRMM observation, with a 
considerable error of precipitation amount.  
 
REFERENCE 

[1] Kasahara A , Balgovind R C , Katz B. Use of satellite radio metric imagery data for improvement in the analysis of divergent 

wind in t he tropics. Mon. Wea. Rev. , 1988 , 116 : 866～883. 

[2] Wei Li, Yuanfu Xie, Shiow-Ming Deng, Qi Wang. Application of the Multigrid Method to the Two-Dimensional Doppler 

Radar Radial Velocity Data Assimilation[J].Journal of Atmospheric and Oceanic Technology,2010,27(2):319-332. 

[3] 闵锦忠;彭霞云;赖安伟;杜宁珠. 反演同化和直接同化多普勒雷达径向风的对比试验[J]. 南京气象学院学报 , Journal of 

Nanjing Institute of Meteorology, 2007(06). 

[4] Qingyun Zhao, John Cook, Qin Xu, Paul R. Harasti Improving Short-Term Storm Predictions by Assimilating both Radar 

Radial-Wind and Reflectivity Observations [J].Weather and Forecasting.2008,23(3): 373-391. 

[5] Gu, W., H. Gu, and Q. Xu. Impact of single-Doppler radar observations on numerical prediction of 7 May 1995 Oklahoma 

squall line. Preprints, Fifth Symp. on Integrated Observing Systems, Albuquerque, NM, Amer. Meteor. Soc., 2001: 139–142. 

[6] Xiao Q., Zhang X., Davis C., Tuttle J., Holland G., Fitzpatrick P.J.  Experiments of hurricane initialization with Airborne 

Doppler radar data for the Advance Research Hurricane WRF (AHW) model[J].Mon.Wea.Rev., 2009,137(9):2758-2777. 

[7] Pu,Z.,Li,X.,Sun,J.  Impact of airborne doppler radar data assimilation on the numerical simulation of intensity changes of 

hurricane dennis near a landfall [J]. J.Atmos. Sci.2009,66(11):3351-3365. 

[8] Zhao, K., Xue, M. Assimilation of coastal Doppler radar data with the ARPS 3DVAR and cloud analysis for the prediction of 

Hurricane Ike. [J] Geophysical Research Letters,2008, 

36(12),Article number L12803. 

[9] Sugimoto, S., Andrew Crook, N. , Sun, J., Xiao, Q., Barker, D.M.  An examination of WRF 3DVAR radar data assimilation 

on its capability in retrieving unobserved variables and forecasting precipitation through observing system simulation experiments 

[J].Mon.Wea.Rev.,2009,137,(11): 4011-4029. 

[10] 杨艳蓉,王振会,杨洪平,张沛源,李柏. 多普勒雷达反射率与径向风资料在数值模式中的应用试验[J].2008,(6)  

[11] 王瑾; 刘黎平;CINRAD/CD 雷达反射率因子同化对中尺度数值模式云微物理量场调整的分析.[J]高原气象 ,Plateau 

Meteorology 

-247-

http://acad.cnki.net/kns55/oldNavi/Bridge.aspx?LinkType=BaseLink&DBCode=cjfd&TableName=cjfdbaseinfo&Field=BaseID&Value=NJQX&NaviLink=%e5%8d%97%e4%ba%ac%e6%b0%94%e8%b1%a1%e5%ad%a6%e9%99%a2%e5%ad%a6%e6%8a%a5
http://acad.cnki.net/kns55/oldNavi/Bridge.aspx?LinkType=BaseLink&DBCode=cjfd&TableName=cjfdbaseinfo&Field=BaseID&Value=NJQX&NaviLink=%e5%8d%97%e4%ba%ac%e6%b0%94%e8%b1%a1%e5%ad%a6%e9%99%a2%e5%ad%a6%e6%8a%a5
http://acad.cnki.net/kns55/oldNavi/Bridge.aspx?LinkType=BaseLink&DBCode=cjfd&TableName=cjfdbaseinfo&Field=BaseID&Value=NJQX&NaviLink=%e5%8d%97%e4%ba%ac%e6%b0%94%e8%b1%a1%e5%ad%a6%e9%99%a2%e5%ad%a6%e6%8a%a5
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Xiao+Q.&origin=resultslist&authorId=7102049897
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Zhang+X.&origin=resultslist&authorId=8833102800
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Davis+C.&origin=resultslist&authorId=7404361119
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Tuttle+J.&origin=resultslist&authorId=7102609291
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Holland+G.&origin=resultslist&authorId=7202506245
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Fitzpatrick+P.J.&origin=resultslist&authorId=8278450600
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Zhao%2c+K.&authorId=8594002300&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Xue%2c+M.&authorId=7102080550&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/source/sourceInfo.url?sourceId=27962&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Sugimoto%2c+S.&authorId=15740192000&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Andrew+Crook%2c+N.&authorId=8661440600&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Sun%2c+J.&authorId=35328088400&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Xiao%2c+Q.&authorId=7102049897&origin=recordpage
http://www.scopus.com.scopeesprx.elsevier.com/search/submit/author.url?author=Barker%2c+D.M.&authorId=7401895916&origin=recordpage
http://acad.cnki.net/kns55/oldNavi/Bridge.aspx?LinkType=BaseLink&DBCode=cjfd&TableName=cjfdbaseinfo&Field=BaseID&Value=GYQX&NaviLink=%e9%ab%98%e5%8e%9f%e6%b0%94%e8%b1%a1
http://acad.cnki.net/kns55/oldNavi/Bridge.aspx?LinkType=BaseLink&DBCode=cjfd&TableName=cjfdbaseinfo&Field=BaseID&Value=GYQX&NaviLink=%e9%ab%98%e5%8e%9f%e6%b0%94%e8%b1%a1
http://acad.cnki.net/kns55/oldNavi/Bridge.aspx?LinkType=BaseLink&DBCode=cjfd&TableName=cjfdbaseinfo&Field=BaseID&Value=GYQX&NaviLink=%e9%ab%98%e5%8e%9f%e6%b0%94%e8%b1%a1


 

 
Development of Rapid Update Cycle Forecasting System Based on 

AREM Model and Its Real-Time Rainfall Forecasts during 
Flooding-Season of 2009 in China 

WANG Ye-hong, ZHAO Yu-chun, PENG Ju-xiang, and LI Hong-li 
Institute of Heavy Rain, China Meteorological Administration, 430074, Wuhan, 

China. yehongw0120@yahoo.com.cn 

Abstract 

AREM (Advanced Regional η-coordinated Model) model is a heavy rain numerical 
forecasting model and play a very important role in rainfall forecast in China, which has a 
special process for the large and high topography in China and takes climatic features in 
East Asia into consideration. Several faults are still not solved: (1) the model is initialized 
in a cold-start way, which usually lead to model SPIN-UP problem. (2) Radar detections 
are not applied in the model due to the limitation of data assimilation system. (3) A large 
amount of high-frequency observational data is not used due to its two-time run in a day, 
which results in the fact that the model forecast cannot be updated in time. 

Aimed at above-mentioned faults, Wuhan Institute of Heavy Rain of CMA (China 
Meteorological Administration) introduced LAPS (Local Analysis and Prediction System) 
system and set up a 3-hourly rapid update cycle based on AREM model (AREM-RUC). It 
has three advantages when compared with AREM model: (1) the model is initialized in a 
warm-start way and the model SPIN-UP phenomena is reduced. (2) High-frequency data 
are used in the model, such as radar detections and intensive automatic weather station 
observations. The initial field contains much more mesoscale information and the model 
rainfall forecast is improved. (3) The AREM-RUC gives a new forecast every 3 hours 
according to latest observational data, which improves rainfall now-casting and short-time 
forecast. 

AREM-RUC began to run operationally on 20 May 2009 and its forecast products were 
broadcast every 3 hours through the website of Institute of Heavy Rain, which played a 
very important role in flooding-season of 2009. The rainfall forecast statistics and the 
analysis of typical heavy rain process during June to December 2009 showed that 
AREM-RUC reduced SPIN-UP phenomena due to its warm-start run, improved a lot 
rainstorm forecast, especially extremely heavy rain forecast due to its 3-hourly forecast 
update, and gave a much more accurate forecast for mesoscale systems due to its 
effective assimilation of Doppler radar detections and intensive automatic weather station 
observations in the initial field. 

1. Introduction 

With the rapid development of social economy and meteorology science, people 
are more and more reliant on meteorology, especially for some special trades that are 
highly sensitive to weather such as aviation, updated weather forecast based on latest 
observation data is needed. Besides, state government and people pay much attention on 
some sudden severe weather. So, continually updating short-time nowcasting technique 
is an essential problem to meteorological persons.  

In late 1980’s, the study of weather prediction based on high-frequency 
observation data was started in the United States. In Sep 1994, NOAA/NCEP began to put 
the first Rapid Update Cycle Forecasting System into operation, which called RUC-1, with 
once data assimilation every 3h and the model resolution of horizontal 60km and vertical 
25 levels. In later more than ten years, RUC system was developed continuously in FSL 
and NOAA/NCEP. At present, two 1h Rapid Update Cycle Forecasting Systems with 
respective resolution of 20km (RUC-20) and 13km (RUC-13) are operational run parallel 
in NOAA/NCEP. 

In recent years, some achievements are gained in the research of Rapid Update 
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Cycle Forecasting System in China. Guangzhou Institute of Tropical Oceanic Meteorology 
built CHAF on the base of GRAPES model and its assimilation system. In this system, 
non-conventional detecting data of high spatial-temporal resolution such as satellite, radar, 
automatic station data are assimilated to generate a high -quality grid field for weather 
analysis. And such hourly 3D fine initial field with multi factors is also provided to forecast 
model, which establishes a good base to fine prediction. Beijing Institute of Urban 
Meteorology developed WRF-RUC, a 3h Rapid Update Cycle assimilation analysis and 
3km-resolution fine numerical model forecasting system based on WRF model and its 
assimilation system, which uses local dense observation and remote sensing data in 
Beijing and is suit for Northern China. This system plays an important role in 2008 
Olympic Games weather service. 

AREM (Advanced Regional η-coordinated Model) model is a meso-scale heavy 
rain numerical forecasting model with Chinese own intellectual property rights. It shows 
evident advantages in East-Asia heavy rain forecast and is widely used in many operation 
and research organizations. In 2009 Wuhan Institute of Heavy Rain developed a Rapid 
Update Cycle Forecasting System Based on AREM Model （AREM-RUC）, which is 
significant to promote the development of AREM and improve precipitation prediction. 

2. Development of AREM-RUC 

AREM model is a heavy rain numerical forecasting model and play a very 
important role in rainfall forecast in China, which has a special process for the large and 
high topography in China and takes climatic features in East Asia into consideration. 
Several faults are still not solved: (1) the model is initialized in a cold-start way, which 
usually lead to model SPIN-UP problem. (2) Radar detections are not applied in the model 
due to the limitation of data assimilation system. (3) A large amount of high-frequency 
observational data is not used due to its two-time run in a day, which results in the fact that 
the model forecast cannot be updated in time.  

LAPS（Local Analysis Prediction System， Mcginley，et al，1992，Albers，et al，
1996）is developed by NOAA/FSL which can assimilate effectively multi kinds of data 
including satellite, radar, GPS, radio sonde, automatic station, wind profiler, microwave 
radiometer data etc., and provide a high special-temporal meso-scale 3D grid analysis 
field, which is one of the most advanced meso-scale analysis systems.  

Aimed at above-mentioned faults, Wuhan Institute of Heavy Rain of CMA (China 
Meteorological Administration) introduced LAPS (Local Analysis and Prediction System) 
system and set up a 3-hourly rapid update cycle based on AREM model (AREM-RUC). It 
has three advantages when compared with AREM model: (1) the model is initialized in a 
hot-start way and the model SPIN-UP phenomena is reduced. (2) High-frequency data are 
used in the model, such as radar detections and intensive automatic weather station 
observations. The initial field contains much more mesoscale information and the model 
rainfall forecast is improved. (3) The AREM-RUC gives a new forecast every 3 hours 
according to latest observational data, which improves rainfall now-casting and short-time 
forecast. 

3. Result of AREM-RUC real-time forecast in 2009 

AREM-RUC began to run operationally on 20 May 2009 and its forecast products 
were broadcast every 3 hours through the website of Institute of Heavy Rain. The process 
is shown as Fig.1.  

AREM-RUC runs for 8 times per day and provides 36h forecast. Its initial field is 
provided by LAPS analysis field and side-boundary condition by NCEP 3h forecast field. 
At 00UTC and 12UTC, LAPS assimilates the data of radio sonde, automatic station and 
radar, and at the else time(03、06、09、15、18、21UTC), the data of automatic station and 
radar are assimilated. 

AREM-RUC began to run operationally on 20 May 2009 and its forecast products 
were broadcast every 3 hours through the website of Institute of Heavy Rain, which 
played a very important role in flooding-season of 2009.  
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Figure 1: The chart flow of AREM-RUC  

Fig.2 shows the Threat Score (TS) of the 0-24h rainfall forecast from 1 Jun to 14 
Dec 2009 of AREM-RUC and other two editions of AREM model operationally run in 
Wuhan Institute of Heavy Rain. There are 6 TS areas: China, the Yangtse River valley, 
South China, North China, North-eastern China, East South-western China. Results show 
that for rainfall >50mm -100 and >100m in North-eastern China, the TS of AREM-RUC is 
lower than that of AREM-YW. For the other else rainfall amount in other else areas, the TS 
of AREM-RUC is always higher than that of AREM-YW and AREM-SY. 
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Figure 2: Threat Score (TS) of the rainfall forecast from 1Jun to 14 Dec 2009（%） 
During 00UTC 29-30 June 2009, an extreme heavy rain process has occurred in 

the areas including southwestern Hubei, Jianghan plain, northeastern Hubei and 
middle-southern Anhui and the greatest precipitation is near to 300mm. This event is 
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successfully forecast by AREM-RUC and the rain belt range, strong rainfall center position 
and rainfall amount are close to observation, which is much better than the forecast result 
of AREM-YW and AREM-SY(Fig.3). AREM-RUC played a very important role in 
flooding-season of 2009.  

4. Conclusion 

The rainfall forecast statistics and the analysis of typical heavy rain process during 
June to December 2009 showed that AREM-RUC reduced SPIN-UP phenomena due to 
its hot-start run, improved a lot rainstorm forecast, especially extremely heavy rain 
forecast due to its 3-hourly forecast update, and gave a much more accurate forecast for 
mesoscale systems due to its effective assimilation of Doppler radar detections and 
intensive automatic weather station observations in the initial field. 

 
Figure 3: Precipitation during 00UTC 29-30 June 2009 (mm) 

a)observation；b)AREM-RUC forecast；c)AREM-SY forecast；d)AREM-YW forecast 
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Abstract This paper shows downscaling experiments with the regional climate model COSMO-CLM in the 
domains of the Indian summer monsoon (ISM) and the West Africa monsoon (WAM). It discusses the 
representation of the monsoon systems in the regional model and the added value of regional climate 
simulation with respect to different driver data: re-analysis and global climate model data. The discussion is 
guided by the application of simple indices based on rainfall, outgoing longwave radiation, and wind shear. 
Major findings are that it is very difficult for the regional model to add value at the monsoon system scale 
and that the reasons are different for ISM and WAM. 
 
1 Introduction  
 
The West African monsoon (WAM) and the Indian summer monsoon (ISM) are seasonal wind reversal 
phenomena driven by heat lows over the Sahara/Sahel region resp. the Tibetan plateau connected with a 
northward displacement of the intertropical convergence zone and inland transport of moist air. Both regions 
receive most of its annual precipitation during the monsoon season from June to September.  
 It is important to understand the processes involved in the observed inter-annual variability and long-
term trends of the monsoon intensities. For example, observational data indicate a decreasing trend of 
monsoon precipitation in West Africa over the last 30 years (Nicholson et al. 2000, Le Barbé et al. 2002), but 
the causes for this change are not well understood. To foster understanding of the monsoonal system often 
sensitivity studies with climate models are performed. These studies illustrate, for example, the importance 
of sea surface temperature or land-use (Vizy & Cook 2002, Charney 1975, Paeth et al. 2009). But, at the 
same time global and regional climate models show limited ability to simulate the monsoonal systems (Xue 
et al. 2010, Kothe & Ahrens 2010).  
 The motivation of this study is to evaluate the regional climate model COSMO-CLM for the WAM 
and ISM, and to learn about the reasons of model deficits. The goal is to quantify the added value by nested 
higher-resolution simulations in comparison to the forcing global data sets at about their scale. Here, the 
global data sets are the ECMWF re-analyses products and simulations with the GCM ECHAM5. Therefore, 
the presented evaluation focused on mean monsoonal states, spatial and inter-annual. This will lead in 
improvements of COSMO-CLM and its enhanced applicability in sensitivity studies, seasonal and longer 
climate predictions in monsoonal climate systems.  
 Studies of the ISM (e.g., Wang & Fan 1999, Dobler & Ahrens 2010) and the WAM (e.g., Fontaine et 
al. 2008) showed that certain indices are useful for the investigation of the representation of the monsoon in 
the model simulations. Here, we use indices based on precipitation, outgoing long-wave radiation, and zonal 
and meridional wind components. These are described in Sec. 3 after a short model and setup description in 
Sec. 2. Section 4 presents some results and this is followed by conclusions. 
 
2 Model and model setup 
 
The COSMO-CLM (COnsortium for Small-scale MOdeling-Climate Limited-area Model) is a state-of-the-
art non-hydrostatic regional climate model (RCM). It is the climate version of the COSMO-model (see 
http://www.cosmo-model.org), which several European weather services use for mesoscale weather 
forecasting. The first climate version of COSMO-CLM has been available in summer 2002 (see 
http://www.clm-community.eu). 
 In this study we investigated two climate simulations for each monsoonal system, ISM and WAM. The 
setup for these two simulations was identical, but two different datasets were used as driving data at the 
lateral boundaries: (a) the ECMWF ERA-Interim (time period 1989 until 2008, Dx ≈0.70°) and ERA40 
(1958-2000, ≈1.125°) re-analysis for WAM and ISM, respectively, and (b) ECHAM5 data (1960-2000, 
≈1.88°). The computational domains with 0.44° grid-spacing of the COSMO-CLM simulations were the 
whole African continent and a South-Asian domain (Fig. 1). More on used parameterizations can be found in 
Dobler & Ahrens (2008). 
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Figure 1: COSMO-CLM model domains for WAM (whole area, left) and ISM (outlined in grey, right). Also 
the evaluation index analysis domains are indicated. There is one common index domain for WAM (shaded 
grey) and several for the different indices for ISM 
 
 
3 Evaluation indices and reference data 
 
Many indices have been used to objectively describe monsoon circulation and quantify its variability. Most 
of these indices are based on precipitation, but other indices are based on the magnitude of mean summer 
vertical wind shear, or the outgoing long-wave radiation (OLR) as an indication of convection. In recent 
years, there has been a lot of discussion about which index is best (e.g. Wang 1999, Fontaine et al. 2008).  
 For this study, we chose indices based on precipitation (the well defined All India Monsoon Rainfall 
indes for ISM), OLR, and zonal and meridional wind components. The wind components are used to define 
vertical wind shear indices describing the monsoonal dynamics and monsoon cell circulation. For WAM the 
wind shear in 900 hPa and 200 hPA is used to define the WAMI (Fontaine et al. 2008). A larger than average 
WAMI represents an enhanced southwesterly monsoon flux and a stronger tropical easterly jet. For ISM the 
wind components in 850 hPa and 200 hPa are used in the zonal and meridional wind shear indices (ZWSI 
and MWSI, resp.) following Wang and Fan (1999) and Goswami et al. (1999).  
 Due to disagreement in the definition of the indices’ domains in the literature we have chosen a 
common index domain for WAM and different domains for the different chosen indices for ISM as shown in 
Fig. 1. All data is interpolated to the grids of the respective observational reference data sets. In the following 
only index values for the monsoon seasons are shown. 
 We used the Global Precipitation Climatology Centre (GPCC) data product version 4 (see 
htpp://gpcc.dwd.de) as the reference dataset for precipitation. GPCC provides a dataset of globally gridded 
rain gauge measurements with a spatial resolution of 0.5°. For OLR we used the NASA/GEWEX SRB 
(Surface Radiation Budget) dataset (release 2.5, July 1983 to June 2005) on a 1° grid (Gupta et al., 2006) for 
WAM and data from NOAA (Liebmann and Smith 1996) for ISM. Due to the low cloud-top temperature of 
high convective clouds, a low OLR value indicates high convective activity. The meridional and zonal wind 
components for the calculation of the wind shear reference were taken from the re-analysis product of the 
National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR). 
The NCEP re-analysis output variables were classified into four categories, depending on the relative 
influence of the observational data and model on the gridded variable. The wind fields were classified as 
“category A files”, which are highly influenced by observations and can be considered to be the most reliable 
class of NCEP output variables. 
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4 Results 
 

     
Figure 2: Monsoon mean precipitation difference of COSMO-CLM simulations driven by re-analysis data 
and the GPCC dataset 
 
Figure 2 shows the mean monsoonal difference patterns of the COSMO-CLM simulations forced with ERA 
reanalysis with the observational data set. There are substantial differences. For example, COSMO-CLM 
overestimates precipitation in the Sahel and underestimates precipitation by up to 50% along the West coast 
and Central Africa. In both simulation, ERA and ECHAM5 driven, COSMO-CLM extends the main 
precipitation region too far north. In the South-Asian domain both simulations overestimate precipitation 
along the west coasts. COSMO-CLM with ERA forcing even overestimates precipitation by more than 100% 
at the western coast of India windward of the coastal mountain ridge. At the same time the model 
underestimates precipitation in the northern part of India, in the Himalayan foothills, with mean values of 
402 mm and 340 mm for the ERA and ECHAM5 driven simulations, respectively, compared to 900 mm 
estimated by the observational data set.  
 Figure 3 compares the mean spatial precipitation fields of the different model based data sets with the 
GPCC data set using simple statistics. Despite the spatial patterns of differences in COSMO-CLM 
simulations discussed above, the regional climate model is able to add value on the simulations by the global 
climate model ECHAM5. COSMO-CLM is not able to improve on the re-analyses. The regional model 
seems to overestimate variability for ISM because of the systematic and substantial over- and 
underestimation in discussed regions. Thus, this is implied by large-scale differences and by errors at the 
sub-global data scale. 

  
Figure 3: Taylor-diagram of the mean spatial precipitation fields for WAM (left) and ISM (right) simulated 
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by the global models and COSMO-CLM compared to the GPCC data set  
 
 OLR is underestimated over the ocean in all COSMO-CLM simulation.s The underestimation is even 
more in the ECHAM5-driven simulations than in the ERA-driven simulations, that is probably connected to 
higher sea surface temperatures in ECHAM5 than in ERA. These sea surface temperatures are the prescribed 
ones in the COSMO-CLM simulations. We used OLR as in indicator of wide-spread convective activity: 
grid boxes with OLR values below 180 W/m2 are assumed to be convectively dominated. Thus, COSMO-
CLM overestimates convective activity over the ocean and also over Central Africa with more than twice as 
many convective days in the simulations as in the observations (not shown). 
 Figure 4 compares the mean spatial patterns of OLR. It shows that COSMO-CLM increases spatial 
variability of convection, which is related to the overestimation of convection.  This can be seen especially 
for ISM with the OLR index domain is largely over the ocean. 

 
Figure 4: As Fig. 3, but for outgoing longwave radiation OLR 
 
 The dynamical indices indicate that COSMO-CLM is not able to improve the representation of the 
monsoonal circulation. For WAM the COSMO-CLM overestimates WAMI indicating a too intense 
circulation. For ISM COSMO-CLM and ECHAM5 overestimates the zonal and underestimates the 
meriodional wind shear suggesting that the models have difficulties in representing the monsoon Hadley 
circulation (Goswami et al. 1999). 
 Looking at temporal correlations of the analysis domain-averaged indices, we saw that the value for 
the precipitation and dynamical index pair is smaller than for the precipitation and OLR pair in the 
observational reference (0.6 and 0.9, respectively) for WAM. Both values are larger in the reference data 
than in all the model-based data sets. COSMO-CLM overestimates and the global models underestimate the 
correlation of OLR and the dynamical index for WAM. For ISM, there is anticorrelation between the time 
series of precipitation and OLR (note the definition of the index analysis domains). And, in all models this 
anticorrelation was higher than in the reference data. Thus, precipitation over India was overly influenced in 
the models by convection over the Arabian Sea and the Bay of Bengal. 
 
5 Conclusions 
 
We found that in both simulation domains COSMO-CLM was able to represent the main features of the 
monsoon system. As expected the regional climate model was able to improve on the forcing data given by 
ECHAM5 in terms of spatial distribution of precipitation. The regional model is able to better represent the 
complex topography; for instance, the orography of the Tibetan Plateau was better represented in the RCM 
because of the higher resolution. But, there was not much improvement to be seen over the ERA reanalysis 
data sets in the spatial distribution of precipitation, vertical wind shear, or outgoing longwave radiation, 
either.  
 COSMO-CLM showed a clear overestimation of convective activity in general, which is only partly 
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explained by higher sea surface tempereature in ECHAM5 than in ERA. But, nevertheless there was a 
underestimation of precipitation simulated in Central Africa and a-long the Himalayan foothills. The latter 
underestimation is related to an underestimation of precipitation and convective activity during night-time 
(not shown here). The overestimation of precipitation in the Sahel is related to a surface temperature warm 
bias over the Sahelian and Sahara region and a too intense monsoon circulation in the WAM simulation. The 
zonal circulation seems too intense also for ISM and this is related to the precipitation overestimation along 
the west coast mountain ridges. These deficiencies are at the large scale. This paper mainly discussed 
monsoon features, which are large enough to be also represented in the global models. The results showed 
that the regional climate model does not improve the global data in all aspects, and the example of 
precipitation underestimation along the Himalayan foothills showed that there are deficits in the regional 
scale too.  Still, dynamical downscaling with COSMO-CLM in the monsoon regions is expected to add value 
if climate projection data for climate impact studies is needed.   
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Spatial and Temporal Variability Characteristics of Precipitation 

in Huai River Basin during 1961-2005 

LU Yan-Yu1, WU Bi-Wen1, Tian Hong1 and Sun Wei2 

（1 Anhui Climate Centre, 2 Anhui Meteorological Information Centre, Hefei 230061） 

Abstract  Surfaces of precipitation at resolution of 1km×1km were generated by the series data 

from 170 observation stations in Huai River basin from 1961 to 2005, using Kriging interpolation 

method. Based on the grid data series, the spatial and temporal variability characteristics of 

precipitation in Huai River basin were analyzed. Results showed that the higher precipitation 

occurred in the south of the basin, as compared with the less in the north. There is a weak negative 

trend with large inter-annual variabilities of annual precipitation in recent 45 years, and the rainfall 

of various season have different change patterns. The linear trend analyses and Mann-Kendall 

trend test indicated that the changing trends of precipitation did not arrive at the significant level 

in Huai River basin. Nevertheless, the inter-decadal variabilities of annual and flood season 

precipitation have obvious phase characteristics. The precipitation presents decline trend before 

1990s, while an apparent increasing trend after 2000. At present, the precipitation of Huai River 

basin is in a phase of high climate variability. During recent 45 years, there is an evident variation 

in the spatial distribution of precipitation in Huai River basin, which is represented by an increase 

trend of precipitation in the upper and middle Huai River, and a decline trend in the northeast of 

basin. 

Key words  Kriging method, Precipitation, Huai River basin, spatial distribution, changing trend 
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Abstract 

 
Global climate is changing mainly due to rapid increase of emission of greenhouse gases through 
the anthropogenic activities. Fourth Assessment Report (AR4) of the Intergovernmental Panel on 
Climate Change (IPCC) has documented that th e global tem perature had increased by  a bout 
0.740C during the period 1905 - 2006.  It is also in dicated that there is a strong possibilit y of 
changing climate pattern with the climate change. 
 
Recent analysis of temperature data in Sri Lanka shows, temperature has increased by 0.2 degree 
Celsius per decade during the period 1951-2008. It has been observed that extre me cli matic 
conditions related to tem perature and precipitation have also been increased in Sri Lanka during 
the analy sis period. This study  was mainly focu sed to find out t he behavior of rainfall pattern 
during the last 60 years with area averag e rainfall over the region. It shows a decreasing trend of 
rainfall in all 25 districts and trends are highe r in wet zone (Annual rainfall > 2500mm ) than dry 
zone (Annual rainfall < 1750). Total rainfall has decreased by  an average o f 9% and it varies 
between minimum 2 mm per year in Jaffna to the maximum 19 mm per year in Kegalle. Climatic 
zones also slightly shifted with the decreasing rainfall. 
 
Though the rainfall pattern has a decreasing trend,  the variability of rainfall play s an im portant 
role in different econom ical sectors such as agri culture, water and energy. Two periods namely , 
1951-1979 and 1980-2008 were selected to co mpare the Coefficien t of Variabilit y (CV) and it  
reveals that  the CV during the period 1 980-2008 has incr eased than 1951- 1979 period. 
Substantially high CV of rainfall could be a good measure of high rainfalls (floods) and low 
rainfalls (droughts) events in any region or country. 
 
 
 
1. Introduction 
Climate of Sri Lanka can be divided into fo ur seasons nam ely, First inter-monsoon (March – 
April), South west monsoon (May  – Septem ber), Second inter-monsoon (Octo ber – November) 
and Northeast monsoon ( December – February) accord ing to the rainfall pat tern. Highest total 
area average  rainfall is  r eceiving during th e Southwest monsoon and seco nd Interm onsoon 
periods. About 60%  of the total rainfall is receiving during the se two monsoon periods. The 
rainfall recei ving in these two periods  are very  m uch im portant to the econom y of Sri La nka. 
Because 40-45% of power  demand of S ri Lanka is  generated by  hydro power and the reserv oirs 
of the highlands mainly recharge during these two seasons. Lowest rainfall is receiving during the 
first interm onsoon. Total  annual area averag e rainfall in Sri Lanka is 1861 mm  and it is 
equivalent to 122 km3 by volume.  
 
Agriculture of Sri Lanka i s one of the major income of the peop le in Sri Lan ka and the al most 
total consumption of rice, vegetable and potatoes are cultivated in Sri Lanka. Rice is the st aple 
food in Sri Lanka and it is cultivated by farmers on a small-scale in rural regions, principally in  
the northern and eastern plains (Lareef , 2002 ). Rice production is mainly dependent on rainfall . 
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The principal cultivation season is known as ‘Maha’  and is fro m October to March. During this 
season, there is usuall y enough water to sustain th e cultivation of all rice fields. The subsidiary  
cultivation season, known as ‘ Yala’ is fro m April t o Septem ber. Usually  there is only  enough 
water for cultivation of hal f of the land area compared to that for Maha (Depart ment of Cen sus 
and Statistics, 1991).  
 
From the total am ount of rainfall (1861 mm) receives, 10% uses for the Irrigation, Dom estic and 
Industrial Purposes. 31% are escape to the sea. The remaining 59% contributes for  the  
evaporation and evapotra nspiration (R atnasara, 2006). Therefore decreasing of total rainf all, 
change of rainfall pattern ultimately impact for the living organism.   
 
Therefore it is clear that, only small amount of rain water is using for t he human requirement. 
There is a p ossibility to increase evaporation an d evapotranspiration in Sri Lanka due to the 
increase of temperature. Water loss from the evaporation is 59 % fro m the receiving rainfall and  
it has calculated by considering the daily evaporation as 3 mm  (Average Evapo ration). But if it 
increases by another 1 mm per y ear due to incr ease of te mperature, the contribution to the 
evaporation will be increased up to 79% and it wi ll be highly im pacted for the ground water 
recharge capacity in Sri Lanka.   
 
Therefore the understanding, Tem perature trends, present rainfall pattern and tr ends, possibil ity 
of heavy  rainfall and the variability  i s very  i mportant for the sectors such as Agriculture and 
Water also for the economical growth of Sri Lanka. 
  
2. Data and Methodology 
 
Sri Lanka Meteorological Department maintains 20  meteorological stations and the y measured 
many meteorological parameters such as Rainfall,  Temperature, Relative Humidity, Wind speed 
and direction  etc. In addi tion t o that about 35 agr iculture m eteorological st ations and 350 
meteorological stations al so maintained. The di stribution is fairly  good and it represents good 
spatial distribution. Therefore resolution of the di stribution is somewhat large and taking the area 
average distri bution will highly  represent the rainfa ll of individual stations. Spatial changes of 
temperature are not higher than spatial chang es of rainfall. Therefore te mperature measuring 
network is not represents like rainfall network,  but the prevailing distribution is established  
according to the World Meteorological Organization standards.  
 
2.1 Analysis of Temperature 
 
The analy sis of average temperature (average of both the m aximum and minim um) shows 
significant trend during the past fe w decades. The  average tr end is 0.2 0C (2°C per centur y) 
(Figure 2) per decade  for t he period 1951-2006, but it is 0.3 0C (3°C per century)  for the period 
1981-2006 (Figure 3). Fourth Assessment Report of IPCC (IPCC AR4, 2007) also stated that, the 
increasing trends have been observed across th e seven sub regions of Asia. The observed 
increases in s ome parts of Asia during recent dec ades ranged bet ween less than 1°C to 3°C per  
century. 
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   (a)       (b) 
 

Figure 1 : (a)  Change of Temperature Anomally (1951 – 2006)  
(b) Change of Temperature Anomally (1981 – 2006) 

 
The trends of tem peratures do not show sim ilar behavior when cons idering the indi vidual 
stations. The increa sing trend of minimum t emperature is high in the highlands and its shows 
0.020C per decade, but the trend of maximum temperature is high in the coastal areas (Figure  2a 
and b).  

 
   (a)     (b) 

 
Figure 2 : Trends of Maximum and Minimum Temperatures (1961-2000) 

 
By considering the periods 1951-2006 and 1984 – 2006 ( Figure 1 (a) and (b)), It is clear th at the 
increasing trend is higher in the rec ent past than past few decades. IPCC AR4 pointed out that,  
rainfall pattern in many parts of the world has been changed and the trend of rainfall is negative 
in some parts and also it is positive in t he other parts. Therefore the analy sis of rainfall pattern is  
important.  
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2.2 Analysis of Rainfall 
 
Due to the high density of  rainfall network in Sri Lanka, it is not easy to analyze rainfall pa ttern 
in individual stations. Therefore area av erage rainfall using T hesian Polygon method has tak en 
for this analysis. For this analy sis the rainfall da ta series for different district has been s moothed 
by the 5 year weighted moving averages and the average value Y defined as (Samui, 1994) 

6/)464( 2112   iiiii XXXXXY  
Where, Xi is the rainfall at ith Year.  
 
Time series analy sis from 1951 - 2008 has been done  for the diffe rent districts and it shows that 
significantly decrea sing trend of rainfall in ever y districts. The slopes for all  25 districts are  
shown in the table 1. 

                
District Slope R2 P Value District Slope R2 P Value 

Colombo -9.9  0.3 0.0 Puttalam -4.8 0.3 0.0 
Kalutara -13.9  0.5 0.0 Gampaha -11.3 0.4 0.0 

Galle -13.3  0.6 0.0 Kegalle -17.2 0.6 0.0 
Matara -9.2  0.4 0.0 Ratnapura -7.1 0.4 0.0 

Hambantota -4.4  0.4 0.0 Monaragala -11.0 0.6 0.0 
Ampara -12.3  0.5 0.0 Badulla -8.2 0.4 0.0 
Baticaloa - 8.7 0.3 0.0 Polonnaruwa -9.3 0.5 0.0 

Trincomalee -6.1  0.2 0.0 Vavuniya -5.3 0.3 0.0 
Mullativu -4.3  0.2 0.0 Anuradhapura -5.1 0.3 0.0 

Jaffna -1.8  0.1 0.1 Kurunegala -10.4 0.7 0.0 
Killinochchi -4.9  0.3 0.0 Matale -7.6 0.3 0.0 

Mannar -3.0  0.1 0.0 Kandy -16.3 0.7 0.0 
      Nuwara Eliya -9.9 0.4 0.0 

        
 

Table 1 : Decreasing Trend of Rainfall in Different Districts (1951-2008) 
 

Compare the slopes of different districts  and it can be concluded that the decreasing rate per year 
is highest in t he wet zone and in termediate zone, but it is not m uch higher in the dry zone. Total 
rainfall was decreased by an average of 8 mm per year (Figure 3) and it varies between minimum 
2 mm per y ear in Jaffna ( Dry Zone) to the maximum 17 mm per y ear in Kegalle (Wet Zone).  
Figure 3 shows that the district wise trend of rainfall during the period.    

 
Figure 3 : Decreasing Trends of Rainfall  (1951-2008) 
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According the analy sis of  rainfall trends for the pe riod 1951-2008, it was clear that, there is a 
possibility to shift climate zones during recent past. As mentioned earlier ther e are three climate 
zones in Sri Lanka nam ely Dry zone (average rainfall below 175 0 mm per annum), Intermediate 
Zone (average rainfall betw een 1750 mm and 2500 m m per annum), Wet Zone (average rainfall 
above 250 0 m m per annum).  Average rainfall for the periods  1961-1990 and 1975-2004          
were calculated and it shows that the margin of the different climate zones are slightl y shrinking 
during the recent season (1975-2004  ) (Figure 4). 

 
 

Figure 4 : Rainfall map for the Periods (a) 1961-1990 and (b) 1975-2004 
 
Other im pact for the recharge of grou nd water is  the heavy rainfall and high intense rainfall.  
Recent analysis for the period 1961-2008, shows that one day heavy rainfall has been increased in 
the western slopes (Figure 5) (Prem alal, 2008). The am ount of annual rainfall is high in the 
western slop e and hence amount of runoff will in crease due to the High intensities. Therefore  
both the heavy rainfall and increasing evaporation due to high temperature is highly impacted for 
the ground water recharge. Analysis of annual rainfall shows that the total annual rainfall amount 
is decreasing by about 8 m m per year.   Therefore it can be shown that the water sector is much 
vulnerable for the climate change. 
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Figure 5 : Increasing Trend of One Day Heavy Rainfall Events (1961-2008) 
 
The correct amount of rainfall and the correct onset of rain are very  important for the many crops 
like rice in Sri Lanka. Chandrapala, 1997 shows that Maha season (Co mbine of South west 
monsoon and second inter monsoon) is most vulne rable fro m the variability  of rainfall in the  
period 1961-1990 than 1931-1960. Also, Maha season is the highest cultivation season and m uch 
of the rice requirem ent is growing in th e dry zone in Sri Lanka. The sowing of rice crop is start 
with the ons et of Second  Inter Mons oon (SIM) during t he latter part of S eptember. Recent 
observation shows that it did not receive SIM rainfall in correct tim e. Therefore Coefficient of 
Variation (CV) or variabil ity has been calculated for different districts. Calculation of CV shows 
that, it has in creased during the period 1980- 2008 than 1951-1979. The CV is high in the Dry  
zone and low in wet zone.  
 
2.2.1 Analysis of Rainfall Variation 
 
Interseasonal, interannual and spa tial variability  i n r ainfall trend has been observed during the  
past few decades all across Asia. Decreasing tre nds in annual mean rainfall are observed in 
Russia, North-East and North China, coastal belts a nd arid plains of Pakistan, parts of North-East 
India, Indonesia, Philippines and so me areas in Japan. Annual mean rainfall exhibits increasing 
trends in Western China, Changjiang Valley  a nd the South-Eastern coast of China, Arabian 
Peninsula, Bangladesh and along the western coasts of the Philippines (IPCC AR4, 2007).  
 
Economy of Sri Lanka is very  much depends on ag riculture and the high variability of rai nfall 
within the season will be highl y im pacted. Acco rding to t he rainfall records of Meteorology 
Department, Second Interm onsoon was delay ed in  2007 an d 20 09 com paring the last 5 y ears. 
Therefore calculating variabilit y for different time period for different climate season will 
important for the policy makers to decide to adapt to the climate change.  
 
Analysis of CV during t he maha season shows that , it is hi gh in the dry zone and gradually it is  
decreasing and it was not higher in wet zone. The comparison of CV for the periods 1951 – 1979 
and 1980 – 2 008 shows rem arkable increases dur ing the period 1980 – 200 8 (Figure 6a an d b). 
The highest changes are confined in the dry zone. Dry zone is the major area for growing rice and 
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the rainfall v ariability will highly impacted for the crop during sowing ti me and also harvesting 
time. Analysis of annual CV for different district s does not show the variability within the season 
or onset and  withdrawal of the seaso n. Theref ore co mplex analy sis shoul d be done to  find  
variability as mentioned above.  
 

 
(a) 

 

 
(b) 

 
Figure 6 :     (a) Rainfall Variability at different district during Maha season 

                  (b)      Rainfall Variability at different district during Yala season 
 

3. Conclusion and Discussion 
Average temperature has been increase d and the in creasing trend is high during the recent past.  
With the increasing te mperature it co uld be seen that the cli mate of Sri La nka also cha nged 
especially during the recent past. According to the analysis of rainfall it could be seen that th e 
annual rainfall has significantly decreased. Primarily  it will be impacted for the water resources 
and then secondly the decreasing of rainfall will impact for the sectors as agriculture and energy. 
 
Receiving rainfall at correct time is important for the economy in Sri Lanka. But analysis showed 
that the variability  has be en increased for the last few decades. Annual rainfall variability has 
increased almost all over the countr y, but variabili ty is high in Dry Zone than the Interm ediate 
Zone and wet zone. The variability is higher in the recent past. Rainfall variability is much higher 
during the maha season than yala season. 

CV During the Maha Season (1951-1979 & 1980-2008)
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CV During the Yala Season (1951-1979 & 1980-2008)
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1. Introduction 

Regional i mpacts of climate c hange hav e dem onstrated v arious c hanges i n 
precipitation, air temperature, sea surface temperature, sea level and so on. Along 
with g lobal w arming, natural di sasters such as f lood and drought also ha ve 
increased for several decades. According to the 2007 Fourth Assessment Report by 
the Intergovernmental P anel o n C limate C hange ( IPCC), climate c hange app ears 
clearly in hydrometeorological m easurements. Also this r eport i ndicates that the 
occurrence of extreme events such as localized torrential downpour and h eat wave 
was more frequent than before.  

The pattern of precipitation change in South Korea can be summarized as: the total 
rain days per year have decreased and annual precipitation has increased therefore 
the number of heavy rain days (over 80  mm/day) has increased. Moreover results 
from the l inear regression analysis of the Korea annual rainfall for 1905-2004 show 
that rainfall for r ecent 30 y ears has increased m ore dr amatically than t hat of  t he 
whole duration (Kim et al., 2009). In the study of Schonwiese and Rapp (1997), the 
precipitation i n Northern E urope was i ncreased while t he pr ecipitation i n S outhern 
Europe w as dec reased. These studies indicate t hat climate c hange can cause 
different trends of precipitation through the local features. In this study, the regional 
impact of c limate change in Korea rainfall extreme was evaluated according to the 
difference o f el evation, deg ree o f urbanization, l ongitude, l atitude, i nland/seaside, 
basins using the hourly nationwide precipitation data from 1973 to 2009. 

2. Materials and Methods 

2.1 Data Description 

To analyze the regional impact of c limate change in Korea rainfall ex tremes, t rend 
analysis was per formed us ing 59 w eather s tation data(Fig. 1 ) from 1 973 to 2 009 
which ar e o perated by K orea M eteorological A dministration ( KMA). T he an nual 
maxima of consecutive rainfalls for eight rainfall durations (i.e. 1, 2, 3, 6, 12, 24, 48 
and 72 hours) were analyzed us ing hour ly precipitation measurements to evaluate 
the quantitative change of rainfall extremes. In addition, the number of rain days over 
nine thresholds (i.e. 0, 10, 20, 30, 40, 50, 60, 70 and 80 mm/day) were analyzed to 
evaluate the frequency change of extremes. To evaluate the regional impact in more 
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detail, results were analyzed for different local features such as elevations, latitudes, 
longitudes, inland or  shore area, urbanized or unurbanized terrain and different six 
river basins those are Han, Nakdong, Geum, Sumjin, Youngsan and Jeju (see Fig. 2).  

 

Fig. 1. Map of the 59 weather stations. 

2.2 Methodology 

We employed t he n onparametric M ann-Kendall ( MK) t est t o p erform t he t rend 
analysis. MK test is not  sensitive to s tatistical properties o f sample measurements 
that ar e s ampling size, v ariance, skewness and s o on  and also applicable t o the 
series with m issing dat a or out liers. This t echnique w as first proposed by  M ann 
(1945), and improved by Dietz and K ileen (1981). For a certain time series {Xk, k =
1, 2, 3, … , n}, MK statistics can be defined as followed;  

  T = ∑ sign�Xi − Xj�  j<𝑖𝑖 ,  1 ≤ j ≤ i ≤ n                                     (1) 

Where, sign(x)  is a sign f unction determined by t he di fference b etween two 
consecutive measurements.  

In t he c ase w here t here i s no t ies and t rend, under t he n ull hy pothesis the 
distribution of T may be approximated by a normal distribution with mean zero and 
variance;  

  Var(T) = n(n − 1)(2n + 5)/18                                            (2) 

provided that n ≥ 10.  
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Figure 2. Map of the classified weather stations according to the different 

local features.  

3. Results and Conclusion 

In th is s tudy, o verall results c an b e s ummarized t hat q uantity and frequency of 
rainfall ex tremes i ncrease, w hereas the number o f r ain days over 0 m m/day 
decreases. The t rend of  t he a nnual m axima o f c onsecutive rainfalls has not a 
statistical significance but increased for all durations. And we found that the upward 
trend o f extreme pr ecipitation appears more c learly in higher elevations, hi gher 
latitudes, the Han-river basin and inland stations than in other local conditions (see 
Table 2). Also our results demonstrated that the upward trend of rain days over 80 
mm/day appears clearly in higher latitudes, urbanized area and the Han-river basin 
(see Table 3 ). Th ese variations of r ainfall ex tremes a ppear more a pparently i n 
urbanized terrain than in the other. Therefore it is urgent that measures to consider 
these r egional v ariations of r ainfall ex tremes b e es tablished for w ater r esources 
management, dam operation and prevention of flood disasters in South Korea.  
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Table 1. The linear change of annual maxima of consecutive rainfalls for each 
duration and annual sum of rain days over each threshold for 1973-2009.  

Class Class 
Mark 

# of 
stations 

annual maxima of rainfall (mm) annual sum of rain days (days) 
rainfall durations thresholds (mm/day) 

1-hr 12-hr 24-hr 48-hr 0 10 50 80 

Elevation 

< 100m 45 11.8 21.0 23.4 32.7 -1.7 2.1 1.7 1.1 
100~200m 7 11.4 27.1 35.6 47.3 0.1 2.3 2.0 1.3 
200~300m 6 11.8 30.3 46.8 57.8 3.4 3.7 2.5 1.4 

≥ 300m 1 19.0 67.6 106.6 119.1 4.5 7.7 3.8 1.7 

Latitude 

< 34° 3 26.9 40.6 38.3 37.9 -1.9 1.9 0.4 1.2 
34°~35° 9 13.3 3.0 -8.4 -7.8 -2.8 1.8 1.9 0.8 
35°~36° 15 8.9 10.7 13.5 22.2 -2.3 1.3 1.3 0.8 
36°~37° 18 7.5 18.5 28.8 42.4 -0.8 2.6 1.9 1.0 
37°~38° 12 16.1 51.9 66.5 81.9 1.2 4.1 2.7 2.0 

≥ 38° 2 19.8 59.3 66.8 73.5 6.6 2.2 3.1 2.4 

Longitude 

< 127° 18 10.8 17.7 16.9 29.4 -1.2 2.3 1.7 1.1 
127°~128° 19 10.2 22.3 29.4 38.2 -2.6 1.9 1.6 1.0 
128°~129° 16 14.8 31.9 38.7 45.2 -0.4 2.9 2.2 1.4 
129°~130° 5 13.5 21.3 32.3 40.9 4.0 1.3 1.9 1.3 

≥ 130° 1 9.9 24.7 49.2 86.3 6.3 9.2 5.1 2.3 

Basin 

Han 14 16.6 53.3 65.7 78.1 2.7 3.2 2.5 2.0 
Nakdong 20 11.2 19.1 24.7 33.9 -1.3 2.5 2.0 1.3 

Geum 13 4.4 9.2 15.5 30.9 -4.1 2.1 1.5 0.7 
Sumjin 5 11.3 7.8 6.6 9.1 2.2 0.8 1.9 0.8 

Youngsan 4 12.9 -6.5 -17.7 -15.5 -4.3 2.2 1.4 0.0 
Jeju 3 26.9 40.6 38.3 37.9 -1.9 1.9 0.4 1.2 

Inland/Shore Inland 31 10.9 26.6 35.6 48.1 -1.1 2.6 1.9 1.2 
Shore 28 13.1 20.0 21.0 27.9 -0.7 2.1 1.8 1.2 

Urbanization Urbanized 7 13.9 22.1 31.2 47.9 2.6 2.5 2.4 1.7 
Unurbanized 52 11.6 23.6 28.3 37.2 -1.4 2.4 1.8 1.1 

Table 2. The num ber of  weather st ations with up ward or  do wnward t rend in 
annual maxima of consecutive rainfall for each rain duration (significance level 
= 10%).  
※ ▲: significantly upward trend, △: unsiginificantly upward trend,  
  ▽: unsignificantly downward trend,▼: significantly downward trend.  

Class Class 
Mark 

# of 
stations 

Rainfall Duration 
1-hr 12-hr 24-hr 48-hr 

▲ △ ▽ ▼ ▲ △ ▽ ▼ ▲ △ ▽ ▼ ▲ △ ▽ ▼ 

Elevation 

< 100m 45 8 33 4 0 9 26 10 0 6 30 9 0 8 34 3 0 
100~200m 7 3 4 0 0 2 5 0 0 2 5 0 0 2 5 0 0 
200~300m 6 2 4 0 0 2 3 1 0 3 3 0 0 2 4 0 0 

≥ 300m 1 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 

Latitude 

< 34° 3 1 2 0 0 1 2 0 0 1 2 0 0 1 1 1 0 
34°~35° 9 2 6 1 0 0 7 2 0 0 8 1 0 0 8 1 0 
35°~36° 15 0 13 2 0 0 11 4 0 1 8 6 0 1 13 1 0 
36°~37° 18 3 14 1 0 2 11 5 0 3 13 2 0 3 15 0 0 
37°~38° 12 6 6 0 0 8 4 0 0 5 7 0 0 6 6 0 0 

≥ 38° 2 1 1 0 0 2 0 0 0 1 1 0 0 1 1 0 0 

Longitude 

< 127° 18 3 13 2 0 3 12 3 0 3 10 5 0 4 13 1 0 
127°~128° 19 4 14 1 0 3 12 4 0 2 16 1 0 1 18 0 0 
128°~129° 16 5 10 1 0 6 7 3 0 4 10 2 0 5 9 2 0 
129°~130° 5 0 5 0 0 0 4 1 0 1 3 1 0 1 4 0 0 

≥ 130° 1 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 

Basin 

Han 14 6 8 0 0 9 5 0 0 5 9 0 0 6 8 0 0 
Nakdong 20 3 16 1 0 3 13 4 0 5 12 3 0 5 13 2 0 

Geum 13 1 10 2 0 0 8 5 0 0 9 4 0 0 13 0 0 
Sumjin 5 1 4 0 0 0 3 2 0 0 4 1 0 0 5 0 0 

Youngsan 4 1 2 1 0 0 4 0 0 0 3 1 0 0 4 0 0 
Jeju 3 1 2 0 0 1 2 0 0 1 2 0 0 1 1 1 0 

Inland/Shore Inland 31 8 21 2 0 8 18 5 0 7 20 4 0 8 22 1 0 
Shore 28 5 21 2 0 5 17 6 0 4 19 5 0 4 22 2 0 

Urbanization Urbanized 7 1 6 0 0 2 5 0 0 1 4 2 0 3 4 0 0 
Unurbanized 52 12 36 4 0 11 30 11 0 10 35 7 0 9 40 3 0 
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Table 3. The num ber of  weather st ations with up ward or  do wnward t rend in 
annual sum of rain days over each threshold (significance level = 10%).  

Class Class 
Mark 

# of 
stations 

Threshold 
0 mm/day 10 mm/day 50 mm/day 80 mm/day 

▲ △ ▽ ▼ ▲ △ ▽ ▼ ▲ △ ▽ ▼ ▲ △ ▽ ▼ 

Elevation 

< 100m 45 1 20 20 4 0 37 8 0 9 35 1 0 12 31 2 0 
100~200m 7 1 1 5 0 0 6 1 0 2 5 0 0 2 4 1 0 
200~300m 6 1 3 2 0 1 4 1 0 3 3 0 0 2 4 0 0 

≥ 300m 1 0 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0 

Latitude 

< 34° 3 0 2 1 0 0 3 0 0 0 2 1 0 0 3 0 0 
34°~35° 9 1 2 4 2 0 6 3 0 2 7 0 0 1 6 2 0 
35°~36° 15 0 8 6 1 0 13 2 0 0 15 0 0 2 13 0 0 
36°~37° 18 2 5 10 1 0 15 3 0 2 16 0 0 3 14 1 0 
37°~38° 12 0 7 5 0 1 10 1 0 9 3 0 0 8 4 0 0 

≥ 38° 2 0 1 1 0 0 1 1 0 2 0 0 0 2 0 0 0 

Longitude 

< 127° 18 1 9 6 2 0 15 3 0 6 11 1 0 6 10 2 0 
127°~128° 19 1 6 10 2 0 16 3 0 2 17 0 0 3 15 1 0 
128°~129° 16 1 5 10 0 0 13 3 0 6 10 0 0 5 11 0 0 
129°~130° 5 0 4 1 0 0 4 1 0 0 5 0 0 1 4 0 0 

≥ 130° 1 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 

Basin 

Han 14 1 7 6 0 0 12 2 0 10 4 0 0 9 5 0 0 
Nakdong 20 1 7 12 0 1 16 3 0 3 17 0 0 5 15 0 0 

Geum 13 0 5 6 2 0 11 2 0 0 13 0 0 1 11 1 0 
Sumjin 5 1 2 1 1 0 3 2 0 1 4 0 0 1 4 0 0 

Youngsan 4 0 2 1 1 0 3 1 0 1 3 0 0 0 2 2 0 
Jeju 3 0 2 1 0 0 3 0 0 0 2 1 0 0 3 0 0 

Inland/Shore Inland 31 2 11 17 1 0 28 3 0 9 22 0 0 9 21 1 0 
Shore 28 1 14 10 3 1 20 7 0 6 21 1 0 7 19 2 0 

Urbanization Urbanized 7 0 6 1 0 0 7 0 0 2 5 0 0 3 4 0 0 
Unurbanized 52 3 19 26 4 1 41 10 0 13 38 1 0 13 36 3 0 
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1. Introduction 
 
Forecasting the weather from one month t o one s eason a head be came e conomically necess ary 
direction of predictive st udies. Sea sonal forecasts a re po ssible whenever the  ch aotic a tmospheric 
motion is perturbed in a predictable way by slowly varying boundary conditions, such as sea surface 
temperature ( SST) or land cond itions. The most i mportant of t hese boundary conditions are the El-
Nino-Southern Oscillation (ENSO) in Western Hemisphere and North-Atlantic Oscillation (NAO) in 
Eastern Hemisphere. A cl ear awareness o f the origin of the long -term predictive skill b egan with 
works of Walker an d Bliss (1932), Bjerknes (1969). The ENSO is the strongest climate signal in the 
inter-annual timescales. It h as qua si-periodic beh avior with dominant peri ods of arou nd 2-7 y ears. 
Many others distributed around the world were discovered during last years. Although the weather i s 
highly non-linear, perturbations to the average weather can often be taken as being proportional to the 
forcing, plus unpredictable weather noise. This means that simple, often linear, forecast models can be 
very useful in seasonal forecasting. In f act, statistical models based on linear ENSO, NAO and other 
teleconnections ar e used i n many lo cations throughout the worl d ( Wang, 2001). Statisti cal climate 
may be consid ered as  the s tatistical set of th e daily weather fo r a g iven season over a specific 
geographical region. Thus, the timescale of seasonal climate goes far beyond the predictability that is 
defined in term s of sensitiv e depe ndence on t he initial at mospheric conditions. Instead, the  
predictability of seasonal climate is often connecte d with a forcing fiel d such as SST or surface 
atmospheric pressure (SAP). The key  to suc cessful application  of an e mpirical model lies in 
understanding the underlying ph ysical mechanism for the rel ation betwe en the p redictor an d th e 
predicted fiel ds. U nlike th e dy namical models, that try to ans wer ho w a ce rtain ano maly occur s by  
simulating th e detail ed processes, that are ne cessary to pro duce t he o bserved seasonal a nomaly, the 
statistical models directly tr y to d etermine t he probability th at a certain anomaly will o ccur ov er a 
specific geographical region under a known condition, in particular, the space-time structure of a given 
forcing, s uch as ENSO o r NA O si gnal in the  SST  field. The e ffectiveness of e mpirical mod els, 
therefore, de pends cr ucially on wh ether the re levant co mponents (with res pect to spa ce a nd ti me 
scales) to be used as predictors are suitably incorporated into the prediction models, and whether the 
relationships between p redictors a nd predictands ar e pro perly establis hed (Pokrovsky, et al, 2002). 
The above relationships may not necessarily be linear, particularly, when mid and high latitudes are 
concerned. N owadays, the use of  a pr ocedure, s uch as pri ncipal co mponent ana lysis or  a rotate d 
version of it, to extract c oherent signals has enabled the compression of cli matic variables into a few 
guess patterns. The present paper attempts to apply the idea of a non-linear model in low-dimensional 
phase space (Pokrovsky, 2004, 2009b). In the terms of a low-dimensional phase space approach, fuzzy 
patterns are used t o determine nonlinear metrics and the composition of the initial time states as well 
as si mulating state v ectors w ith r espect to the c enters of acti on (e.g. ce nters of ocean-atmosphere 
interactions). Fuzzy set method ology (Pokrovsky, 2000, 2009a) is used t o define an empirical rule to 
assign a set of initial states to  one of the atmospheric circulation regime sets determined by major low 
oscillations and represented in a few low-dimensional vector subsets. A specific meaning is as signed 
to the si mulation trajectory in the phase space generate d by a n onlinear model to be cl ose to the 
observing trajectory (Pokrovsky O.M., 2009b). Self-learning model is designed to approximate to the 
observing trajecto ry at th e learning time inter val and to  evaluate de viations between model an d 
measurement data at verification stage. The motivation for such an approach came from the following 
facts. First, a non-linear mo del might be efficien t on ly in lo w-dimensional phase space because in 
high-dimensional space the model cannot be s table an d an extremely lon g ti me is requ ired to trai n 
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such a mo del. Second, we ha ve o bserved that the tim e evolution of a sp ecific k ey sea surface 
temperature forcing region, r elevant to season scal es, can ofte n b e ef ficiently de scribed in a  low -
dimensional phase space.  T he possibility for constructing a l ow-dimensional phas e space fro m the 
predictor fiel ds all ow a  closer examination of their i mpact on t he seasonal climate over a  spe cific 
climate zone leading to the possi bility of nonlinear and more dynamically based st atistical prediction 
in contrast to pure s tatistical approaches. Our preliminary application of this method to the prediction 
of the winter and spring surface air te mperature (SAT) over Europe showed significant improvement 
in the sk ill score (Pokrovsky, 2009b). Third, the geographical distribution of the pre dictive skills, as 
well as their ti me behavior, varies fr om one key region of sea surface temperature forcing to another. 
Therefore, the final optimal prediction might be achieved through a linear or nonlinear combination of 
the predicted results derived from different key forcing regions. 

Figure 1. Fuzzy-neural model scheme 
 
2. Forecasting methodology 
 
The use o f a neur al n etwork (NN) is a powerful nonlin ear scheme based on b lack box 
statistics, where one can tune the model parameters to arrive at a good prediction, but can see 
neither th e phase r elation between t he pred ictand and predictors, nor the origi n of skills . 
Therefore, we assume that th e pr edictability of seasonal c limate is  c onnected with forcing 
fields such as the sea surface temperature or o thers. The key  to a truly successful application 
of a neural network model lies in the understanding of the underlying physical mechanism for 
the relati on be tween predict or and p redictand fields (P okrovsky, 2000).We used a 
comprehensive neural n etwork model, which is based on  a combination of fuzzy  l ogic 
modules an d neural netw ork p rinciple structur es. The  g eneral sc heme of our self-l earning 
fuzzy-neural model is presen ted at f ig. 1. Le t us  consider i t from the left to r ight d irection. 
The lef t module d efines the i nitial f ield assim ilation as the input inform ation. Further, this 
dataset should b e classified in several fuzzy logic modules. It is n ecessary to e mphasize that 
each input meteorological field is linked to several fuzzy sets. The classification procedure is 
related to diurnal or seasonal cycles or to various type of spatial distribution of meteorological 
parameters, e.g., t ype of at mospheric ci rculation. That  m eans t hat each fi eld s hould be 
evaluated by means of a co mplex proce dure and t hen should be attributed t o o ne of the 
clusters (fi g.1). Nonetheless, metric distances of each field to cluster cente rs are taken into 
account in the next model layer, which is called a hidden layer. A hidden layer is designed to  
perform n on-linear transfor mation of distance variab les into outpu t variab les. A  very  
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important featur e o f a n eural n etwork is i ts ability to learn . This learning is  bas ed on th e 
simultaneous analysis of some input a nd output samples, which are called learning samples. 
As a rule, a size of learning sample is equal to one third of the general sample size. Therefore, 
two thirds of the gen eral sample is implemented to eva luate the efficiency and accur acy of a 
neural network as a predictive tool. The st ructure o f the h idden layers is very complicated. 
Each of the hidden layer modules is linked to every one of the fuzzy logic modules. The first 
hidden layer output i s connected to the second fu zzy logic lay er. Its function is designed to 
declassify the results o f non-linear t ransformations, w hich were ca rried out in th e hidden  
layer. Hence, t his decl assification module provides an inverse  t ransformation fro m the 
artificial inner variables to ordinary units of meteorological parameters. The final combination 
of output v ariables l eads us to t he acquis ition of the estimates of t he pred ictive va riables 
(surface air te mperature, etc.). E mpirical orthogonal functi ons (EO Fs) and s ingular value 
decomposition (SVD) are the most commonly used techniques (Wang, 2001) to build a phase 
space. EOFs are the eigenvectors of the  co variance matrix obt ained fro m calculating 
covariances of time series at different spatial points. EOFs are optimal in explaining as much 
total variance as possible with any specific number of spatial patterns. The first EOF explains 
most of the temporal variance in the dataset among all possible spatial fields. The subsequent 
EOFs are mutually orthogonal (in space and time) and successfully explain less variance. The 
EOF analysis is non-local in that the loading values at two various spatial points in an EOF do 
not simply dep end on the time series at thos e two point s but dep end on the whole dataset.  
This c ontrasts with the one-point correlat ion analyses us ed to define teleconn ections, for 
which the patterns can be interp reted locally. A  fuzzy  set approach  is more appropriate to  
approximate the temporal and spatial modes in low dimensional phase space (Pokrovsky et al, 
2002). Certainly, there ar e atmosphere-ocean inter actions generating a set of forward and  
feedback links. Some of them are nonlinear and cannot b e described by simplified statistical 
models b ased on a linear regressi on. Ther efore, a multivariate self-learning n eural n etwork 
model was developed to describ e the predictiv e relationsh ips b etween evolv ing large-scale 
patterns in the Northern Hemisphere sea surface temperature, surface air pressure and surface 
air t emperature fields  (predi ctors) and subsequent patterns in the E urope and Northern 
Mediterranean surface air temperature and precipitation rate (predictands).  A lead interval of 
varying length (from 1 to 6 months) is placed  between a series of consecut ive pre dictor 
periods and a single predictand period. Objective evaluation of strength of such relationships 
is a primary aim of this  study. The glob al monthly mean sea surface temperature, surface air 
temperature, rain rate and sur face air pr essure grid fields used  in  the pr esent stud y were 
derived from the NCEP/NCAR (National Center for Environment Protection/National Center 
for At mospheric R esearch) rean alysis dat a s et. The data set covers the period from  January 
1958 to D ecember 1998. The annu al cycle and inter-annual linear trend were removed from 
predictor and predictand fields. The anomalies (departure from climate means) were used i n 
all prediction model modifications. The data used were d ivided into training and verification 
sample sets. The data contained in the verification set were used only for the evaluation of the 
predictive skill. It should be pointed out that the linear trend, calculated on each grid after the 
removal of the annu al cycle is  related either to artificial factors ( measurement errors ) or to 
variability having a l arge t ime scale (equ ivalent to long er than a c entury), which is not 
relevant to the pred ictive problem considered here. The amplitude of the linear trend is very 
small. Ho wever, i t may g ive rise to a trajectory shifting in  phase s pace and thus affect the 
selection of  the nearest fuzzy  set act ivated in t he nonlinear model. Th erefore, t his filtering  
procedure might be considered as a necessary step in the present context.  
 
3. Fuzzy classification o f regim e ci rculation and rain rate sp atial d istribution over 
Europe 
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Joint fuzzy  an alysis o f SST , SAT,  S AP, wi nd an d rai n fi elds per mits us t o i nvestigate n ot only 
atmospheric circulation patterns res ponded t o major the surf ace air pressure low oscillations i n 
Atlantic-Europe area, b ut also to find t he r elated spatial anom aly o f the rain rate fields during all  
seasons, which appeared coherently with a ccompanied SST, SAT and SAP a nomalies. The fuzzy set 
analysis of  these fi elds revealed t he ma jor cir culation re gimes over  the ea stern N orth At lantic a nd 
Europe. We found that there are th ree main regimes corresponding to seasons (Pokrovsky, 2009a): 1) 
winter and ea rly sp ring; 2) summer, and 3) autumn . The f irst regime is pr imary zonal and c losely 
related to ty pe W in Hess-Brezowsky classification. Therefore, major anomalies of rain rate might be 
found i n mountain areas around E urope i ncluding the Alps, Balkan s and Apennines Pe ninsulas i n 
Southern E urope. T he s ummer ai rflow r egime s ubstantially de viates from zonal regime and t o b e 
determined by three vorticity po lar sy stems: 1) Nort h-Western (S candinavia), 2)  West ern 
Mediterranean and 3) Caucasian. As an example we present here a most interesting sample which is 
responded to the blocking of zonal flow, when extreme weather events are most probable. 
 

Figure 2.  F uzzy c lassification of 
July monthly ra in rate i n Eu rope 
(fuzzy sample N3) 
 

Figure 3.  F uzzy c lassification of 
July mont hly su rface a ir 
temperature i n E urope (f uzzy 
sample N3) 

Figure 4.  F uzzy c lassification of 
May mo nthly SST i n No rth 
Atlantic (fuzzy sample N3) 
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Europe is di vided into the w estern and eastern p arts wit h l ow a nd hi gh atmospheric pressure lar ge 
spatial scales. One example of coherent fuzzy samples in the monthly rain rate, the SAT and the North 
Atlantic SST anomalies are presented at fig.2-4. Very specific SS T distribution in the North Atlantic 
(low SST in lo w latitude zone and high SST anomaly in middle latitude belt in April-May) inevitably 
led t o blocking in E urope for 2-3 months. Si milar i nformation, but in reduced  for m co ntains i n t he 
NAO data. E xtreme blockings occurred  in 1972 and 2010 have caused fl oods in Central Europe and 
droughts in European part of R ussia. Less pronounced rain rate anomalies in Russia occurred in 1992 
and in 1994. Experi ments with the NN p redictive mod el permits us  t o obtai n monthly temperat ure 
fields for various lead times. Most promising results were derived for winter-spring-summer seasons. 
The comparison of predictive and true fields for a two months lead time allows us to conclude that the 
forecast reproduces th e main features of temper ature an d rai n spatial distri bution corr ectly. When a 
lead ti me ext ends t o f our months, t he dev iation of the predi ctive from  true field rises t wo ti mes. 
Efficiency of predictive model efficiencies was also proved by high level of skill score and correlation 
coefficient magnitudes: 0. 5-0.7 f or SA T fields. Pr edicted ra in r ate field s ar e characterized by  lowe r 
magnitudes: 0.3-0.5. 
 
4. Conclusion 
 
The overall o bjective of this paper was to propose a self-learning mod el for seas onal pred iction of 
surface air te mperature and precipitation ra te over E urope a nd N orthern Mediterranean. T he model 
was validated using a cross-validation technique and was compared to the regression technique. It is  
known (C herry, 19 96) t hat th e main p roblem wi th a regressi on or si ngle valu e decompo sition 
approach i n statistical  p rediction is the over-fitting problem. P airs of most corr elated 
predictor/predictand modes are sought for over the training period and are u sed in prediction. When 
the training sample is not lo ng enough, the associated correlations between these pairs of modes are 
largely overestimated. Since these correlations are precisely the linear prediction coefficients linking 
predictand modes to th eir co rresponding pre dictor modes (entering  in th e regression model), th e 
explained var iance of  forecast is als o overestimated. In contrast, when  a sa mple is long, the p hase 
space points are rat her sc attered and the associated correlation c oefficients be came un derestimated, 
while t he e xplained v ariance of f orecast is als o underestimated. T he phase space points might b e 
associated with the various circulation regimes. That is w hy these points comprise a large scattering 
pattern in phase space. A fuzzy set approach enables us to split this wide pattern in a number of more 
narrow sets of points. Each of these narrow sets is associated with a specific circulation regime. 
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Abstract 
We apply the relatively new nonlinear empirical mode decomposition (EMD) method, an alternative 
to the traditional methods, to extract the variability components of the Equatorial East Africa (EEA) 
rainfall. This method is adaptive without requiring any predetermined functions and does not assume 
a time series to be linear or stationary prior to analysis. The gauge rainfall series for 44 stations over 
EEA are decomposed into modulated annual cycle (MAC), the inter-annual and decadal-to-trend 
variability components. MAC is an alternative reference frame that allows the annual cycle to change 
from year to year for defining anomalies. 
 
The extracted rainfall components were subjected to Empirical Orthogonal Function (EOF) analysis 
to obtain their respective spatial and temporal structures. The dominant mode of variability of the 
MAC component corresponds to the rainfall regimes over the region with the southern parts of the 
region with unimodal rainfall regime indicating strong seasonality. It is further shown that the annual 
cycle is not strictly regular in frequency or amplitude for the period of study indicating changing 
annual cycle of rainfall. 
 
The dominant mode of the inter-annual component corresponds to El Nino-southern oscillation 
(ENSO) climate variability with signals of positive rainfall anomalies in most parts of the region 
except the northwestern and western parts of Uganda. The decadal-to-trend variability shows a dipole 
pattern, with increasing rainfall trend in the northern sector and drying trend in the southern sector of 
the region. However, the positive trend in the northern sector of the region are reversed at coastal and 
lake Lake Victoria areas where weak negative trend is evident. Further, it is shown that the decadal-to-
trend component captured the prominent significant fluctuations of rainfall that have been observed 
over the region through proxy data such as lake levels since the early 20th century.  
 

1.  Introduction  

Considerable amount of research using empirical approaches has been done over the Equatorial East 
African (EEA) to explore the variability and prediction of rainfall on interannual to decadal time 
scales (Nicholson, 1986; Indeje et al, 2000; Rodhe and Virji,1976; among others). Most of these 
studies utilized techniques which assume that the studied climate variables are stationary and linear. 
However, for any weather or climate system, it is impossible for all the control systems including 
sources and sinks to be unchanged. Any disturbances in these conditions may change the basic 
behaviour of the system. In such a case the stationarity of the atmospheric process is modified (Yang 
and Zhou, 2005), hence there is a need to adopt methods that address the nonstationarity and 
nonlinarity in the the time series.  

We address the problem of nonstationarity by using the empirical mode decomposition (EMD) 
(Huang et al., 1998; Huang and Wu, 2008) to understand the variability of the EEA rainfall and 
explore its teleconnectivity. EMD is empirical, intutive, direct, and adoptive, without requiring any 
predetermined functions. The decomposition is designed to seek different instrinsic modes of 
oscillations in any data based on the principle of local scale separation. The method does not assume a 
time series to be linear or stationary prior to analysis. An important component of the decomposition 
of a time series by EMD is the inclusion of the annual cycle, referred to as modulated annual cycle 
(MAC). Unlike more traditional methods, where  climatology is subtracted from the data and only 
the anomalies are studied, this method decomposes the total signal. The annual cycle is an important 
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component and is retrieved as one of the components of variability in the decomposition.  
 
2  Data and Methodology 
Observed daily rainfall amounts for 44 stations across the three East Africa countries (Kenya, Uganda 
and Tanzania, extending from January 1962 to December 2000 was used in this study. Out of these 
stations, a few stations from Kenya had data dating back to early 1990s. The major method employed 
in this study is the Ensemble Empirical Mode Decomposition (EEMD). Other methods used included 
Empirical Orthogonal Function (EOF) analysis and graphical methods. The major steps in EEMD are: 
(a) add a white noise series to the targeted data; (b) decompose the data with added white noise into 
IMFs; (c) repeat step (a) and step (b) again and again, but with different white noise series each time; 
and obtain the (ensemble) means of corresponding IMFs of the decompositions as the final result. 
Detailed description of the EMD method can be found in Huang et al. (1998) and Wu and Huang, 
(2009). The steps to decompose a time series and to extract modes of variability by the EEMD method 
are as follows: 
1. The EEMD technique is used to extract IMFs from the raw data series as described in the 

previous section (detailed procedure is in Huang and Wu, 2008 );  
2. The components (containing some annual cycle signal as well as some longer timescale 

variations) obtained from step 1 is combined and then one more single EMD decomposition is 
done on the combined series;  

3. The resulting first IMF from step 2 is the final Modulated Annual Cycle (MAC) component;  
4. The sum of the first components before the components combined in step 2 is the final high 

frequency component;  
5. The combination of the residual from step 3 and the components after the components combined 

in step 2 showing interannual variability is the final interannual component; and  
6. The the last remaining components from step 5 are combined as the final decadal-to-trend 

component. 
The above decomposition and reconstruction process separates a raw series from each station an 
interannual component, and a decadal-to-trend component.  
 
3  Results and Discussion 
3.1 Spatial and Temporal Structure of Variability Components 
Figure1 provides example of the major timescale components derived for Dagoretti station rainfall 
series using the EEMD technique. In this study only MAC and lower frequency components were 
considered for further analysis. The temporal and spatial variability of rainfall over EEA of thess time-
scales are presented in the following sub-sections.  
 
3.1.1 Modulated Annual Cycle (MAC) 
Figure 2 (a) shows the spatial pattern for the leading eigenmode,EOF1, with variance of 35%, for the 
MAC component of the EEA rainfall which exhibits a north-south orientation. Positive loadings 
dominate the southern part of the region with negative loadings over the northen parts. The inter-
tropical convergence zone (ITCZ) which sweeps across the region twice a year and determines the 
seasonal cycle and climatological rainfall pattern is largely responsible for the bimodal rainfall pattern 
experienced over many parts during March to May (long rains) and October to December (short rains). 
However, over southern part, unimodal climate regime dominates, with a single well defined wet 
season occurring during boreal winter. This implies that the seasonality of the annual cycle of rainfall 
is strong over this part of the region as depicted in Figure 2(a) compared to northern parts of the 
region which experience more than one rainfall season in a year. The parts dominated by negative and 
weak loadings in Figure 2 characterized by trimodal regimes since they often receive significant 
amounts of rainfall during July through September. 
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Figure 1: Components of daily rainfall at Dagoretti station for 1962-2000. (a) high frequency component; (b) 
MAC component; (c) interannual component; and (d) decadal-to-trend component. 
 
The coastal region of EEA also receive rainfall in most parts of the year due to the effect of the Indian 
Ocean. Figure 2(b) of the corresponding EOF1 PC series shows that the annual cycle is not strictly 
regular in frequency or amplitude indicating a changing annual cycle of rainfall. The spatial pattern 
for the EOF2 (with variance of 24%) and its corresponding time-series (not shown) depicts significant 
positive loadings over parts affected by the local circulation systems. The remaining parts of the 
region exhibit weak loadings implying weaker effect of local systems in the annual cycle. Again as in 
EOF1, the EOF2 series indicates the modulation of the annual cycle with some years having stronger 
amplitude of annual cycle.  
 
3.1.2 Interannual Variability 
Figure 3 shows the pattern of the first eigenvectors (EOF1) of the monthly interannual rainfall 
componets and its corresponding PC series. The first and second patterns account for 30% and 8% of 
the total variance. The first EOF pattern (Figure 3a) is positive in most parts of the region except the 
northwestern, and western parts of Uganda that has weak negative signal. The highest values are 
concentrated in the eastern parts of the region. The loading patterns for MAM and OND (figures not 
shown) were generally simmilar with those of monthly series, with only slight differences. The 
corresponding first PC time series for the interannual component (Fig. 3(b)) shows variations 
throughout the data span. The periods with maxima values all coincided with warm ENSO events 
except Jul 1961 – May 1962 and Sep 1967 – Aug 1968. These two periods however coincided with 
the build up of positive anomalies over the Indian Ocean (positive Indian Ocean Dipole). For the 
years with minima values, two periods i.e. Sep 1964 – Jul 1965 and Oct 1998 – May 2000 coincided 
with the cold ENSO events while the others coincided with neutral ENSO phase. These results 
indicate that the first EOF of the interannual component for EEA is consistent with ENSO 
and Indian Ocean SST variability. The major warm ENSO events correspond to the high 
peaks of the time series especially for the OND season. The ENSO event of 1997 is however 
distinctly conspicuouse in all the first EOF PCS series for three cases considered.  
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Figure 2: (a) The  leading spatial mode – EOF1 (explains 35% of the total variance) of EOF analysis of MAC 
component; (b) its coresponding PC. 
 

 
Figure 3: (a) The  first spatial mode – EOF1 (explains 30% of the total variance) of EOF analysis of 
interannual component; (b) its coresponding PC 
 
3.1.3 Decadal-toTrend Variability 
The first EOF of the decadal-to-trend (Figure 4) variability explains 28% of the total variance of that 
time scale. Its loadings (Fig. 4 (a)) shows a dipole pattern, with positive loadings (increasing rainfall 
trend) in the northern sector and negative loadings (drying trend) in the southern sector of the region. 
However, the positive (increasing trend) loadings in the northern sector of the region are reversed at 
coastal and lake areas where weak negative loadings (drying trend) are evident. The corresponding PC 
series (Fig. 4 (b)) exhibits a decline from its highest levels in early 1960s to the lowest level in early 
1970s, with an increase in amplitude that reaches a maximum in mid 1990s and then a decline in late 
1990s. The highest amplitude in the early 1960s correspond to the period when the region recieved the 
heaviest rainfall in that century leading to the rise of Lake Victoria by several metres (Nichlson, 1986). 
Figure 5 (a) compares well with results of Nicholson and Yin, (2001), in which lakes of East Africa 
were used as indicators of environmental and climatic change on long time scales. The major 
fluctuations in the rainfall series are captured in the lake levels of their results.  
 
Further we note that from the adoptive decadal-to-trend components for particular stations (for 
example Figure 5 for Garissa and Kisumu and other stations not shown), there is no distinctive trend 
in rainfall. However some stations from northern part of Kenya (Moyale, Lodwar and Garissa) 
showed a general positive trend. This observation somehow point in the same direction as the results 
of the climate model experiments using AR4 climate scenarios (IPCC, 2007) based on the gridded 
model data. They showed that East African climate is likely to become wetter, particularly in the Short 
Rains (October to December) and particularly in northern Kenya, in the forthcoming decades.  
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Figure 4: (a) The  first spatial mode – EOF1 (explains 28% of the total variance) of EOF analysis of decadal-
to-trend component; (b) its coresponding PC. 

 
Figure 5: Adoptive decadal-to-trend componet extracted by EEMD method at (a) Kisumu and (b) Garissa from 
1903-2006 and 1931-2006 respetively. The vertical dotted lines indicade the data period that was used in EOF 
analysis (i.e the period corresponding to the PCs time series in Figure 4). 
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Introduction 
Ensemble forecasting was initially introduced to improve the predictability of  atmospheric motions and 

processes at medium r ange a nd at the  sy noptic scale. T hese successful applications, toget her with t he 
necessity to i mprove t he p redictability of severe /high i mpact weather events, l ed the scientific 
meteorological community to develop Ensemble Prediction Systems (EPS) based on Limited Area Models 
(LAM) to benefit of the higher attainable horizontal resolution. 

Considering that Global EPS are moving to higher and higher resolution, the main added value from 
LAM EPS will be in the representation of phenomena at the convective-permitting/resolving scale. This is 
an important contribution if considering that high impact/severe events usually  are strongly determined or 
enhanced by a mesoscale or convective scale component. Many open scientific and technical challenges are 
to be tac kled and  sci entific issues cover a wid e s pectrum of problems, most of them common to Glob al 
EPS: m esoscale predictability, p roper representati on of the different sources of uncertaint y, efficient 
methods to generate  perturbations, interaction of l ocal perturbations with those transmitted by the driving 
global systems, calibration of non Gaussian fields, verification of intense and rare events etc.etc.  

LAM EPS: Scientific issues 
The primary goal of EPS is to represent and quantify the uncertainty associated with numerical weather 

prediction. T his uncertainty is  due to t he many appr oximations a nd errors affecting t he modelling chai n 
both during the assimilation of the meteorological observations and during the model integration. A “good” 
EPS should pro vide fo recast scenari os statistically ind istinguishable fro m th e real at mospheric evol ution, 
quantify the system uncertainty by means of the ensemble spread with the same amplitude of the forecast 
error, and should also provide a better deterministic forecast based on the ensemble mean (at least for upper 
air fields). Going fr om gl obal to L AM EPS, the pr ocess to rep resent for ecast unce rtainty is even more 
intricate si nce lar ger s cale perturbations (hereafter referred as larger  pe rturbations) interact with 
perturbations generated to represent smaller scale errors (hereafter referred as local perturbations) typical of 
LAM forecasting.  

A lot of research work has been do ne and is being doing with specific focus on the local perturbations 
on th e initial cond itions and on t he model trajectories  (e .g. Hacker et al 20 10, Wang 2010 (tal k at t his 
conference) , Mars igli 2009, Montani et al. 2010, Li et al, 2 008, Jing 2010 (talk at this conference), Wang 
2010 (tal k at this conference) ). It i s re asonable to expect t hat lo cal pert urbations will be relatively m ore 
important in the s hortest ti me range and at very  h igh resol ution (1 -3 k m up  to  24 ho urs). It is  ag ain 
reasonable to assume that consistency with bo undary perturbations will sustain better  the development of 
local perturbations, but methodologies to assure this consistency is still matter to be investigated. One of the 
most recent an d advanced work in  this direction has been done recently  by the Met.  Office (Bowl er and 
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Mylne, 2009) wh ere it is  co nfirmed t he li mited period of s urvival of lo cal pert urbations in the i nitial 
conditions and the difficulties in drawing final conclusions in this sense.  

Representation of details in lower boundary conditions is increasing steadily with more complex land-
surface models an d s pace-borne se nsors.  Th ose details can  then exe rt more impact on a sho rt-range 
mesoscale forecast and we expect this “branch” of perturbations will play a greater ro le in the future. Not 
much work on this subject has been done up to recently but , also considering the forthcoming increasing in 
horizontal resolution, methodologies to obtain proper perturbations in s oil and surface parameters need to 
be developed and tested. (Mile 2010).   Recent work ( by Hacker,Snyder et al, 2010) showed that this task 
may prove fo rmidable because at mospheric preconditioning can result in  forec asts sensitive to  s mall-
amplitude uncertainty. Soil m oisture is one of the most difficult soil para meter to be esti mated. Due t he  
poorness of available observations, and to the stro ng dependency on  local s oil properties, in numeric al 
forecasting practice the soil moisture field is often computed as t he field which pro duce th e better near 
surface parameters forecast. It is well known that, especially if large scale forcing is weak, the impact of the 
soil moisture on local meteorological parameters can be extremely relevant and it is evident the importance 
of deriv ing proper met hodologies to  describe and  acco unt f or th e uncertainty  in this field (Sutton et al 
2006).  

Topography has always been a big issue in numerical modelling since its effect on the atmospheric flow 
involves many phenomena. Going down wit h the mesh size, its repre sentation can  be more realis tic but,  
especially in regi on wit h complex and steep o rography, it is still n ecessary to apply some sm oothing t o 
avoid numerical instabilities or other problems like unrealistic precipitation at the grid scale. Many  of the 
model parameters r elated to orography and to its subgrid variance are tunable and th eir setting is a lmost 
always based on sensitivity performed on a li mited set of cases. Uncertainty related to these effects should 
be also investigated and represented in high resolution LAM EPS. 

Multi Model  – Multi Bo undaries approach is als o b eing ex ploited in  several implementations (e.g. 
Garcia-Moya et al 2 009;  Mar sigli 2009, Lin 2010 ( talk at t his c onference)) d uring t hese years w ith 
promising re sults.  The com parison of the benefits of well-calibrated single- model vs multi-model LAM 
EPS s ystems sho uld als o be explored also taking i nto a ccount the ex tra-work r equired to h ave ava ilable 
suitable ref orecast datasets. Where d omains overl ap a nat ural av enue for exploring and exp loiting 
“ensembles of ensembles” may be possible for longer periods. An interesting application of the added value 
from the combination of a LAM EPS and a Global EPS is give by the NORLAMEPS system (Frogner et al. 
2006). NCEP SREF and Can adian REP S will  also be com bined within NAEF ( http: 
//www.emc.ncep.noaa.gov /gmb/ens /NAEFS-5th/Session_5/Methot%20naefs-workshop-summary.pdf)  

The development and testing of convective permitting EPS is now an “hot topic” in several centres (e.g 
at the University of Oklahoma (Clark et al 2 010), at Meteo-France based on the Arome model, at DWD 
based on the COSMO model, at t he Met Office based on the Unified M odel, at NCEP based on the two 
NMM and AR W models) and this issue is particularly relevant in a mid-term planning since  Global EPS 
systems are still far fr om these fi ner s cale configurations. To keep going with the increas e in horiz ontal 
resolution, it is very important to carry on studies about the predictability at the convection-resolving scale 
to support the design of the future LAM EPS systems. 

Calibration is required to have highly reliable and sharp probabilistic forecasts. Because the expense of 
producing l arge data set s appropriate for calibration is  sub stantial, most cal ibration r esearch has been 
completed with global models from operational centres with longer archives, and in many cases simplified 
versions o f global models. Mesoscale variab ility introduces furt her ch allenges to s tatistical methods. F or 
example, mesoscale error modes may be less Gaussian and further may not be well defined by any known 
parametric distribution.  Activities in this d irection a re  o ngoing ( Diomede et al 20 10 (talk at this 
conference) but more research is needed.  

The defi nition of co mprehensive verificatio n techni ques is al ways an issue es pecially whe n high 
resolution precipitation forecasts is co nsidered (Barbara Brown 2010, t alk at this co nference; Anna Ghelli 
2010, talk at this conference). LAM EPS pro babilistic verification should also allow a fair intercomparison 
between Global EPS and Km scale ensembles. One of the greatest challenge for regional EPS systems is to 
accurately assess the probability of (relatively rare) ex treme events, which often are far more important in 
terms of societal i mpact than “ normal” w eather. I t is well known that t he evaluation o f forecast skill 
concerning extreme weather events is r eally critical due to poor statistics associated to these events. How 
best to do this? Is an alternative approach to e.g. ensemble bias correction required in order to best support 
the ac curate f orecasting of extre me e vents, as o pposed t o the f orecasting of  normal w eather?. Much h as 
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been done but much i s s till needed  t o p rogress in th is direction. Weather t ype oriented  verifi cation is 
extremely important and inter national cooperati on is necessary to co nstitute the necessary obser vational 
databases. Evaluate the g eneral performan ce of regional EPS sy stems of LAMs c oupled to app lication 
models (hydrology, air quality , …), and asse ss the benefit of the non-atmospheric uncertainty information 
to end users is also part of a comprehensive estimation of the added value coming from LAM EPS. 

Data assimilation at the convective-permitting (and down to res olving) scale is a big issue also due to 
the l ack of  defined balances driving p hysical p rocessing a t the f iner mesoscale. The i mportance of 
assimilating h igh resolution non  conventional dat a make this  br anch of present N WP e ven more 
challenging. Duri ng the last decad e, E nsemble Bas ed data assimilation is doing big pro gresses b ut, 
especially at th e fine scales in the scope of LAM EPS, research is still young and the i mpact of ensemble 
based technique still to be fu lly exploited. Both Hybrid techniques and fully  Ensemble Based sy stems are 
under development and testing in many centres and european consortia. 

  

LAM EPS and TIGGE LAM  
The TIGGE-LAM panel was se t up by the GIFS-TIGGE working group to coordinate the contribution 

from LAM EPS to the THORPEX In teractive Grand Global Ense mble (TIGGE; h ttp://tigge.ecmwf.int/ ) 
and to the p roposed Gl obal In teractive Fo recast System ( GIFS). A ccording to the  TH ORPEX core  
objectives, GIFS-TIGGE is focussed on the optimization of the use of Ensemble Forecasting to maximize 
the forecast sk ill. TIGGE LAM is inte nded to coordinate acti ons to ev aluate which are t he events  whose 
predictability can be i mproved by  th e use of LAM EPS. TIGGE LAM 
(http://www.smr.arpa.emr.it/tiggelam/) should define how best t o implement ensemble prediction systems 
to ad dress r egional and loc al situations and sp ecific hi gh-impact weat her types. TI GGE LAM acti vity 
should b e d eveloped by  pro viding g uidelines, coordi nating activities and  f ostering res earch with th e 
following main objectives: 

◦ to contribute to the definition of scientific issues to advance LAM EPS 
◦ to reinforce the link and cooperation with the other WWRP working groups with crossing 

competences. 
◦ to support and foster research on LAM EPS by promoting actions to make the access to 

LAM EPS products easier  and by coordinating / stimulating / participating to specific 
initiatives to address the relevant scientific issues  

◦ to coordinate the archiving of limited-area ensemble forecasts by providing standards and 
guidelines and as a complement to the TIGGE archive 

◦ to facilitate the interoperability of the different LAM-EPS 
◦ to facilitate the implementation of new LAM EPS  
To foster the Regi onal Fo cus, the Panel is being restructured in Regional Su b-Groups to make more 

efficient the interactions with t he TH ORPEX Regiona l Committees, re gional forec ast ce ntres and t he 
national hydro meteorological services. 

The different LAM EPS gro ups have been included in the TIGGE LAM mailing list and  the metadata 
on the diff erent LAM EPS sy stems (a t least some of  the m) have been collected and ar e available on t he 
TIGGE LAM web site (at: http://www .smr.arpa.emr.it/tiggelam/?search&Metadata). In Table 1, present  
LAM EPS systems are listed. 

TIGGE LAM activ ities connected to TIGGE were m ainly related  to  products archiving and form at 
standardization. F ollowing w hat alre ady do ne by  TIGGE  a lis t of  TI GGE LAM output par ameters was 
defined tog ether with the specific fo r the GRIB2 codi ng (http://www.smr.arpa.emr.it/tiggelam/ 
?search&parameters). A sub-set of these output parameters have been c lassified as High Pr iority, and the 
Panel proposed to archive them at the three TIGGE Archiving Centres, NCAR, ECMWF and CMA. Europe 
is working to implement this archive; CMA is also planning to follow the Panel proposal. A good link with 
other Working Groups, Programmes and initiatives have also been established. It is envisaged that regional 
ensembles from TIGGE LAM will con tribute to the development of the GIFS, by optimizing the use of the 
products of the existi ng systems and via the participation to relevant RDPs and  FDPs. Products based on 
LAM EPS systems, where av ailable, will supplement products available from the global TIGGE data, and 
demonstrate the additional benefit obtainable from higher resolution ensembles. 
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WWRP, THORPEX and GIFS-TIGGE represent a perfect opportunity to coordinate LAM EPS activity 
both at scientific and implementation level. WWRP offers the opportunity to have cross-coordination with 
the closely related working groups. THORPEX provides the organizational basis to LAM EPS to contribute 
to the improvement of  We ather For ecasting with spe cific reference to Regional HIW. GIFS TIG GE 
represents the main reference since TIGGE LAM must complement global EPS by adding value where and 
when higher resolution and local optimization can play a substantial role. 

The TIGGE LAM Plan is still under writing. The main scientific issues will be detailed within the Plan 
together with all the i nitiatives whic h are necessary to exploit at best the u nique po tential com ing from 
being part of these Programmes. 
 

Table 1: List of LAM EPS  
 

LAM EPS 
System 

Status Institute -Consortium Contact person 

Europe    
OMSZ LAMEPS Operational Hungary Máté Mile 
ALADIN LAEF Operational ZAMG / Austria Yong Wang, Florian Weidle 
AEMET-SREPS Op erational AEMET/Spain  - HIRLAM Jose Antonio Garcia Moya  
NORLAMEPS Op erational Met.NO Inger-Lise Frogner, Trygve Aspelien 
MOGREPS  Operational Met Office/UK Ken Mylne   
SRNWP PEPS Operational DWD /Germany   -   SRNWP Sebastian Trepte 
COSMO-LEPS  Operational ARPA-SIMC/Italy - COSMO Andrea Montani 
COSMO-SREPS Preoperational ARPA-SIMC/Italy - COSMO Chiara Marsigli 
GLAMEPS Dev/ Preoperational DNMI-Univ Oslo/Norway - HIRLAM ALADIN Trond Iversen 
PEARCE Operational Meteo-France / France Laurent.Descamps 
AROME EPS Research Meteo-France / France Olivier Nuissier 
DMI - HIRLAM Development DMI Xiao Hua Yang 
USAM LETKF Development USAM/Italy Lu cio Torrisi  

Africa    
South Africa Development South Africa Weather Service Eugene Poolman, Stephanie Landman 
Botswana Under Planning Botswana Weather Service Galebonwe Ramaphane 

Asia    
CMA-WRF LEPS Preoperational CMA/China Jiandong Gong   
JMA MRI EPS Research MRI/Japan Kazuo Saito 
Korea Research Korean Met Administration Hee Sang Lee  
Vietnam Development Vietnam Weather Service Mrs. Do Le Thuy, Mr. Le Duc  

United States    
NCEP-SREF Op erational NCEP Jun Du 
U.S. Air force Mesoscale Ensemble  Operational U.S. Air force J. Hacker, C. Snyder 
Convective Scale EPS Research Univ  Oklahoma Ming Xue 
UWME  Research Univ Washington /USA Clifford Mass 
EnKF Research Univ Washington /USA Greg Hakim  
Univ. Oklahoma Research Univ  Oklahoma  David Stensrud  
NOAA/OAR/ESRL/GSD Res earch NOAA/OAR/ESRL/GSD Isido ra Jankov 

Canada    
CMC LAM EPS Preoperational MS / Canada Martin Charron 
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1. Introduction 

To improve the probabilistic forecast of the heavy rain events in summer 
season in China, the Center of Numerical Weather Prediction(CNWP),CMA 
developed regional ensemble prediction system (REPS).The REPS took 
advantage of achievements at high resolution deterministic mesoscale 
prediction model, data assimilation system and experiences from development 
of global ensemble prediction system at CNWP. The real time operational 
running of REPS is started from Jun 2010. Results showed that the REPS 
could give much more information comparing with control run. However, it was 
found that spread of REPS was small compared with observations and 
forecast errors, the forecasting error for control run was obvious, and 
mesoscale ensemble products were still not good enough for site- and 
time-specific forecasts, but it demonstrated good ability to capture the high 
impact weather event.  

2.Developments of REPS/CNWP  

The control model of REPS was the Weather Research and Forecasting model 
(WRF V2.2) over a limited area domain, which is covering China. Its horizontal 
resolution is 0.15 x 0.15 degree. The initial perturbation technique is based on 
the breeding of growing modes (BGM), which is a simple and inexpensive 
method to generate growing modes of the atmosphere. This method simulates 
data assimilation process and considers the errors in real data at the same 
time. The BGM-based initial perturbation in mesoscale ensemble prediction 
model was rescaled in a forecasting cycle, then produced 60-hour prediction 
twice a day at 00UTC and 12 UTC respectively. Lateral boundary conditions 
are obtained from global ensemble prediction system at CMA, in which 15 
members participated in total, and each output of GEPS corresponds to one 
member of REPS. Efforts were made to include as much meso-scale data in 
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the initial field as possible based on the WRF ensemble forecasting flow and 
its designed model prediction flow by using 3-DVAR assimilation in 6-hour 
cycles.  

 

Fig.1 Flow chart of regional ensemble prediction system. 

The experimental cases showed that the physical process perturbation, 
compared with initial condition perturbation, had greater impacts on the spread 
of ensemble prediction, To represent model error uncertainties, multi physics 
process was employed in the REPS(table 1). 

Table 1   Multi-physics configuration of REPS/CNWP 
members microphysics Convective 

parameterization  
Planet boundary 

layer  
Ctrl. Lin scheme Betts MYJ 

Pair 1 Lin scheme KF YSU 

Pair 2 Lin scheme Betts-Miller YSU 

Pair 3 Lin scheme Betts-Miller-Janjic YSU 
Pair 4 Lin scheme KF MJY 

Pair 5 WSM6 Betts-Miller MJY 

Pair 6 WSM3 Betts MJY 

Pair 7 WSM3 Betts YSU 

 

3. The performance of REPS/CNWP 

The performance of REPS, are accessed for a 1-month period (July 07 2010 to 
Aug. 11 2010). The verification is performed by using analyzing field. Figure 2, 
3 and 4 show the RMSE&SPREAD, CRPS for the T2m, MSLP and 
temperature at 850hPa, respectively. Obviously for all the verification variables, 
the RMSE of ensemble mean is smaller than the control one and the spread is 
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much smaller and grow slow. But the value of CRPS are all smaller than 1.5K, 
which is reasonable. The results provide the confidence to put the REPS into 
operational running. 

RMSE&SPREAD, 2m Temperature
average for 2010070600-2010081100

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

12 24 36 48 60

Forecast range [hours]

R
M

S
E

eps_mean coutrol spread

CRPS, 2m Temperature
average for 2010070600-2010081100

0.0

0.5

1.0

1.5

2.0

2.5

12 24 36 48 60

Forecast range [hours]

 

Fig. 2  The RMSE &SPREAD of ensemble mean (a) and CRPS(b) for 2m Temperature prediction 
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Fig. 3  The RMSE &SPREAD of ensemble mean (a) and CRPS(b) for MSLP(1000 hPa) 
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Fig. 4  The RMSE &SPREAD of ensemble mean (a) and CRPS(b) for 850hPa Temperature  

 

4. Examples of application in monsoon season 
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One advantage of ensemble forecasting is to represent various uncertainties of 
weather forecasts. Conventional ensemble products based on model outputs 
were provided to forecasters. These products included the ensemble mean, 
ensemble spread, probability of occurrence of some phenomena, stamp charts  

Two selected examples of REPS forecast products for HIW events in monsson 
season are presented in some detail. The first example is an squall line 
happened in Henan Province (June 3 2009). This squall line process was not 
predicted by forecasters, but it was found in retrospect that some REPSs had 
predicted gale. The second case was a successful forecast for the heavy 
rainfall in Yangtze river on July 9, 2010. From these case, comparing to 
deterministic forecasts, the advantage of REPS products for predicting the 
complex small-scale summer system over China was very obvious.  

 
 

Fig.5 Stamp chart of 10m wind speed and ensemble mean of modeling radar reflection at 

500hPa layer for 12h forecasts , which were initialized on 00Z June 3, 2009 

 
5. Future plans  

The Global/Regional Assimilation and Prediction System (GRAPES) has been 
recently developed for the next generation medium-range operational model at 
China Meteorological Administration (CMA).CNWP will developed 
GRAPES-based REPS. The initial perturbation is still a key point of REPS, so 
CNWP plan to develop initial perturbation such as Singular Vectors, Ensemble 
Transform Kalman Filter.  
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Ensemble forecast of tropical cyclone motion using RAMS model and  Breeding of Growing 

Modes method  
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Ha Noi, Viet Nam 
 1. Introduction  
  In recent years the world as well as in Vietnam, the global model and regional models have been 
studied t o i mprove both dy namic an d physical processes to s olve p roblems and weath er and  
climate forecast The problem is interested in f orecasting problem is: D ata obs erver, data 
assimilation, integral models and  evaluate t he results predi cted. To i mprove the qu ality o f 
forecasting, early in 1990, ensemble forecast method was introduced. The contents of this method 
is the co mbination of the resu lts forec ast o f the f ollowing: using a model wi th multiple i nputs, 
using multiple models with inputs, each model using an input . 
  First of all, do not understand about the state of the atmosphere plays an i mportant role. Small 
differences i n i nitial at mospheric states cou ld amplify the p redicted big fu ture in un stable 
conditions (L orenz, 1 963, 1965 , 19 93; Tho mpson, 195 7) an d N CEP cent ers have s hown this 
intelligence. In itial cond itions uncertai nty plays an i mportant r ole in creati ng the initial field. 
Currently the w orld's fifth most common way  to create i nitial cond itions uncertai nty the 
following: M onte Carl o approach, Ti me-Lagged appro ach, Breedi ng ap proach, Sin gular Vect or 
approach and methods Coupling with data assimilation [1]. 
 For forecasti ng st orms, Abers on and colleagues (2 001) h ave used t he noise from the NCEP 
global model, but research on ly very lit tle improvement in storm track. Zhang and Krishnamuti 
(1997, 1 999), Krishnamuti an d M acKey (20 01) h as pointed  out th e difference in  forecasts 
between control and perturbed models run allow direct communication with (EOF). Cheung and 
Chan (1 999 a, b) applied th ree meth ods: Monte Calo , la gged-averaged, B GM to forecast TC 
motion with  the barotrop ic model, the resu lts show that, us ing improved methods of BGM has 
been o ver 40% of the predicted re sults. Ch eung (2001) u sed MM5 model pred ictions and 
evaluation, the results indicate that Monte Calo method is lower than predicted in the test method 
BGM for better results in the firs t 36  hours. 2 001, Puri an d coll eagues studied the fo recasting 
system storm tr ack in Europe with noi se c reated by the  origi nal singular v etor method. T hey 
pointed out that approval of the orbit is highly sensitive to the platform using singular vector. 

 In this study, the number weather prediction (NWP) model assuming perfect, prediction error is 
only due to initial conditions trigger. Therefore, the key point of this method of creating a set of 
initial conditions slightly different for some models predict. In other words, the key to success is 
the combination of the effectiveness of t he method of jamming the original field. The methods of 
creating original (in itial seed) and  rai sing t he noise o n the model u sed for g lobal and regional 
models to predict the meteorological fields for the future. 

 In th is st udy the autho rs have used the B GM m ethod to generate an  ense mble of initial 
meteorological fields for forecasting members. 

2. Create initial seed and breeding in order to forecast typhoon track  

2.1 Domain and grid configuration 

 To experiment forecast typhoon track  by RAMS  the domain and grid configuration were chosen 
:  do main prediction of 161 x 161 grid points,  28 km horizontal resolution , center  i n 150N and 
1100E . T he domain computer si ze is 4508 x 4508 km2. Cal culation domain covers t he whole 
territory of Vietnam and pa rt of C hina, en suring lim ited error diffusion calculation do main i n 
mind, j ust consider t he influence o f t he northeast mo nsoon store, deri ved fro m high Syberi 
pressure and other tropical center pole. Border south of the calculation domain at about -50S, with 
the g oal of a better description adv antages s outhwest monsoon i n summer, b lowing fr om th e 
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southern hemisphere through the equatorial region of Southeast Asia . Number of vertical is 26, in 
which pressure on the colleges is 10 mb. Step time integrals are set to 60 seconds. 

2.2 Create initial seed and breeding approach 

 In this process of initially cr eating Ti me-Lagged ap proach, t he conten ts o f this method are as  
follows: Using data analyzed by the OBS 48,42,36,30 hours before the time of making predictions 
and integrate the RAMS model to 24 hours before predicted. Select each corresponding pair of a 
field and subtract to create a perturbation field (D1, D2, ..., D6). We finally normalize the resulted 
perturbation field associated with each pair to the original noise (Figure 1a). 

 Results of how to create noise is the noise created originally for each of six fields (te mperature 
and wind components). The noise will be adopted to find the fastest growing mode. 

 The breeding method based on the idea of two authors Toth and Kalnay (BGM) [2]. The contents 
of this method as follows:  

a / Create any noise and standardized as described above 
b / Add and subtract noise has standardized with analysis field and integral model 6 hours with 
initial boundary condition is used to update the NCEP. 
c / The two fields took effect predicted for the new noise D at the time t +6 
d / Standardization of this interference by the formula 

                         D* = S.D 
Where 

   PCS  /             

          
N

np

P

N

TT 
 1

2

850850       

N is the number of grid points 
T p

850
, T n

850
: is the value of a p air of positive and  n egative predictions of the 

temperature field in the 850mb, C is a coefficient (chosen by experience).In the 
worke it was chosen C = 1.2 

e/ Repeat from step b/ service at T00 (Figure 1b) we find the noise development  
 

  
 

 
 
 

A b 
Figure 1: Create initial seed and BGM approach 

 

2.3 Initial data 

Using global GFS data with a resolution of 1x1 degrees Theodolite interpolation of grid computer 
updates the weather station data and sea surface temperatures average week NCEP 

3. Some results 
Authors experimental method of creating initial seed and breeding to create the initial fields for 

}D5

}D1 

}D2 

}D3 

}D4 

}D6

T(-48) T(-42) T(-36) T(-30) T(-24) 
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wind field (u and v) and temperature field [3], [4] to predict the storm track for ChanChu on May 
13th, 2006 

3.1  Evolutions of ChanChu storm (12-17/5/2006) 

 
Figure 2. Forecast 72 hours in storm track by RAMS model on May 13, 2006 

Storm track control forecast: broken lines with circular dots;  
Storm track from member prediction: instant thin lines (12 lines)  

trajectory forecast combination: lines associated with circular dots;  
Best track (Japanese copies): lines associated with the triangle 

 

 This is a very powerfu l storm, for med from  the eastern Philippines on  12/5 . Sto rm moved 
rapidly west northwest. Morning on 16/5, as to about 115 degrees longitude east, storm changed 
direction to mov e quickly to the north (Figure 2). , Night on  17/5 storm landed on the mainland 
province of Guangdong (China) [5]. 

 Using the method of BGM to test predictions for this storm. For six of the original data, we used 
by the Obs 00, 06, 12, 18h on May 11, 2006 as the original data and the integral model RAMS to 
the time of 00h on May 12, 2006. Have taken effect had a pair of field prediction by Time-Lagged 
approach has created six of  modes of the RAMS model. 

 Breeding of model RAMS with temperature, wind of the initial seed D1 in Chan Chu strorm as 
follows: add, subtract  for temperature, wind in the all level 's initial seed  D1 with temperature, 
wind of all level’s GFS 00h field on May 12, 2006 (T-24), the results created a new pair of field 
prediction. 

 Integral fo r this pair of field  ti me to 06 h on M ay 12, 2006 (T- 18), looking at th e forecasting 
performance of pairs (T-18) an d s tandardized according t o t he formula pr esented in the B GM 
method. Field temperature, wind has been standardized and them have been add and subtract with 
the temperature, wind field in the GFS 12 h on May 12, 2006 (T-12), integrals of this pair to 18h  
on May 12, 2006 (T-06), predicted to result in (T-12) limit for 6 hours of temperature, wind field 
has found effective and standardized had add and subtract with plus temperature, wind field in the 
GFS field (T-6). 

 Continued interference i n the in tegral pair  (T- 6), search  performance and standardized 
temperature, wind fiel d in the  all le vel, we h ave been te mperature, win d fie ld of D1 ( add and  
subtract with  te mperature, wind fields of GFS at  00 h on May 13, 2006 (T00), two new fi elds 
were created as two component predictions. 

 Thirteen fiel ds were u sed as ab ove to create 3-day  forecast fro m the 7h on May 1 3, 200 6 th e 
meteorological field. Usi ng DownHill method to determine the center of the storm predicted sea 
level pressure level. St orm trac k prediction i s presented on Figure 5. Best t rack data used to  
evaluate t he distance er ror, Alo ng Tr ack Err or and acr oss Tra ck E rror f or Cha n Ch u st orm. 
Evaluation re sults ar e presented in Ta ble 1. From Table 1 shows p redicted inspection  R AMS 
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model results predict rate moves in the first 42 hours of delay (ALTE <0) and the difference of 
movement compared to the storm track (ACTC> 0), 30 hours after moving faster speed (ALTE> 
0), movement offset to the left compared with the best track (ACTC <0). 

Table 1: Table distance error (DE), Along Track Error (ALTE) and across Track Error 
(ACTE)  of control forecast of RAMS model (CF) and  mean of members (MM). 

(The time of 7h forecast on May 13, 2006) 
Term DE(km) ALTE (km) ACTE(km) 

CF MM CF MM CF MM 
6 11 4 63 -113 -62 15 13 

12 16 0 67 -160 -60 15 29 

18 19 8 70 -176 -67 90 -20 

24 16 8 36 -92 -25 140 27 

30 18 3 86 -75 -43 167 74 

36 17 6 107 -74 -52 159 94 

42 15 0 123 -74 -56 130 110 

48 168 14 7 165  125 27 76 

54 186 13 3 181  127 -43 40 

60 219 12 8 215  124 -44 35 

66 250 13 3 246  118 -42 61 

72 16 7 93 154 78 -66 50 

 
 BGM m ethod results predicted storm  track bett er than con trol for ecast, m oving direction and 
distance error. Specific cases applies BGM approach in 24, 4 8 and 72 hours of th e Along Track 
Error is -25, 125, 78 km, Across Track Error is 27, 76, 50 km, the distance error is 36, 147, 93 
km. Meanwhile, the case of forecasting storm track with control forecast have Along Track Error 
is -92, 165 and 154 km, Across Track Error of 140, 27, -66 km, the distance error is 168, 168, 167 
km. E specially in this case, the model predicts the directio n of the st orm track was 48 hours 
before (Figure 2) t he distance error at t he 168 km redirects in case of BGM and 147 km to the 
cases control forecast (Table 1) 

3.2. Assessment of storm forecasting methodology adopted by Breeding of Growing Modes 
method across the entire sample. 

 Based o n the sam ple of storm r esearch, the authors make the orb it predicted storm track b y 
RAMS model (Figure 3) and to evaluate the distance error based on seven hurricanes. 

 
a b C 
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D e F 
Figure 3. Forecast 72 hours in 6 storms track by RAMS model on May 2006 

Storm track control forecast: broken lines with circular dots;  
Storm track from member prediction: instant thin lines (12 lines)  

trajectory forecast combination: lines associated with circular dots;  
Best track (Japanese copies): lines associated with the triangle 

 
 

 Reviews: From Figure 3 shows the results of ensemble forecasting method is a good with Durian 
(Figure 3.a), Prapiroon (Figure 3.b), Utor (Figure 3.c), Chan chu ( Figure 2), Cimaron (Figure 3.e) 
and Chebi hurricanes (Figure 3.f). While the results predicted com ponents o f the Xangsane 
hurricane (Figure 3.d) have not been real trajectory of the storm. 

Table 2: Mean distance error of 7 storms 

MPE 

Term (h) BGM method (km) Control forecast (km) 

6 72 70 

12 75 75 

18 103  105 

24 101  134 

30 120  164 

36 139  165 

42 151  178 

48 137  203 

54 148  233 

60 145  266 

66 174  302 

72 153  324 
 

 Table 2 presents the r esults of  average d istance e rror of  the en tire sample size  fo r 7  stor ms in 
2006. From the results in Table 2 on the average error distance of the entire sample with the test 
plan shows: 

 At the time of initial forecasts, the storm position in these plans nearly equal and relatively close 
to the l ocation of the ob servation position of the storm. The average error distance in each time 
forecasting 12, 24 and 36 hours of ensemble forecast respectively 75, 101 and 139 km. While in 
the control forecast error is worth 75, 134 and 165 km, another error negligible difference. 

-300-



 Term growth forecast s, th e error lo cation of th e control forecast to i ncrease m uch f aster than 
forecast schem es BGM method. Specific ter m i n t he f orecast 4 8, 60 and 72h, er ror of BGM 
method are 137, 145 and 153 km while the error for the control forecast are 203, 266 and 324 km.  

 Thus we have seen in the cases considered, BGM method for error location nearly 100 km of the 
storm track than control forecast in the forecast period 48, 60 and 72h. Thus, the BGM method 
increases the accuracy with the term forecasts predict 2 to 3 days. 

4. Conclusion 
 Applying the BGM  method and forecasting 7 st orms track by 2006 with RAMS model forecast 
shows 72 ho urs wh en a result bett er than the c ase using  con trol forecast, namely 17 1 km to 
improve with 72 h ours term. In case of storms predicted this, the spread of the track component 
contains the best tr ack of the st orm forecast and control forecast. Results entirely consistent with 
the theory of ensemble of Kalnay is be good when the noise is positive and negative interference 
of the spread of t he two predicted control forecast and the best track [6 ]. This result s hows the 
effectiveness of the BGM  method in the predicted storm and opened the possibility to apply the 
forecasting storm in Vietnam. 
5. Reference 

 [1]  Jun Du, Uncertainty and Ensemble forecast, Lecture  

 [2]  Toth , Z ., and  E . Kal nay, 1997: Ens emble forecas ting at NCE P and the Breed ing method. 
Monthly Weather Review, 125, 3297-3319. 

[3]  Xiaqion g Z HOU and Jo hnny C.L.CHEN,  En semble forecasting of tropical cy clone motion 
using a baroclinic model, advances atmospheric sciences, vol. 23, No.3, 2006, 342-354 

[4] Yong WANG and Alexander KANN,ALADIN Li mited Area Ense mble Forecasti ng, AMS 
online journal 

[5] Annual meteorological 2006, Hydro-Meteorological Agency of Mid-
Central Viet Nam Regional 

[6]  Eugennia Kalnay, Ensemble forecasting and data assimilation 

-301-



Blending a probabilistic nowcasting method with a high resolution 
ensemble for convective precipitation forecasts

Kirstin Kober¹, George C. Craig¹², Christian Keil¹

¹Meteorologisches Institut der Ludwig-Maximilians Universität München, Germany
²Deutsches Zentrum für Luft- und Raumfahrt, Institut für Physik der Atmosphäre, 

Oberpfaffenhofen, Germany
email: kirstin.kober@lmu.de

1. Introduction

Nowcasting  and  NWP  are  two  different  methods  to  address  the  challenge  of 
accurately  forecasting  convective  precipitation  for  short  lead  times.  It  is  known  that 
nowcasting methods that are based on extrapolation of observations perform quite well for 
very short term prediction (0-1 hour) as in this time frame the motion of convection can 
adequately  be  described  by  advection.  For  longer  lead  times,  the  skill  of  nowcasts 
decreases quite  rapidly as the temporal  evolution of  the precipitation field  can not  be 
represented.  High-resolution  NWP  is  able  to  resolve  convection.  NWP  models  can 
simulate  the  temporal  evolution  of  the  precipitation  field,  but  have  difficulties  with  the 
representation of the initial state of the atmosphere. Due to the strengths and weaknesses 
of  both  methods,  a  skillfull  forecast  over  lead  times  from  0  to  8  hours  has  to  be  a 
combination  of  both  methods.  The  inherent  uncertainty  of  the  methods  and  of 
meteorological situations requires a probabilistic approach.

2. Data and Methods

The forecasts based on radar observations (2 km resolution) are calculated with the 
radar  tracking  algorithm  Rad-TRAM  (Kober  and  Tafferner  2009).  This  algorithm  is 
extended with a module based on the Local Lagrangian method (Germann and Zawadzki 
2005) to calculate the probability of exceeding the threshold of 19 dBZ for different lead 
times  up  to  8  hours  (Kober  et  al.  2010).  Therefore,  the  fraction  of  pixels  above  the 
threshold is calculated in a search area with lead time dependent size. This value is shifted 
to consider the motion of the field with the displacement vector calculated in the original 
algorithm, again depending on the lead time.

For the forecasts based on NWP, an experimental ensemble based on COSMO-DE 
model  is  used (2.8  km resolution).  The model  is  started daily at  0  UTC with  24 hour 
forecasts.  The COSMO-DE-EPS (Gebhardt  et  al.  2010)  considers  uncertainties  of  the 
lateral boundary conditions and the model physics and consists of 20 members. Based on 
the fields of synthetic radar reflectivities in 850 hPa, probabilistic forecasts are derived with 
three approaches. First,  as traditionally applied on ensembles, the fraction of members 
above the threshold at each grid point is calculated. Second, each member is treated as a 
deterministic solution and the neighbourhood method (Theis et al. 2005) is applied. Here, 
the variability of the solution in time and space is considered and the fraction of pixels 
above the threshold in a predefined search area is calculated around each grid point. 
Third, the mean of the 20 neighbourhood members is calculated. This means, this method 
considers three sources of uncertainty: the imperfectness of the model, the lateral bound-
ary conditions and possible timing and location errors.  Finally,  22 different probabilistic 
forecasts are available at each forecast time.

The probabilistic model forecasts are calibrated with the reliability diagram statistics 
method (Zhu et al. 1996) for each of the three methods separately. This results in lower 
probability maxima for all three methods and more similar forecasts. The reliability com-
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ponent of the Brier score is reduced for all methods.

3. Quality of Probabilistic Forecasts

The  quality  of  the  forecasts  based  on  Rad-TRAM  and  COSMO-DE-EPS  is 
evaluated with different measures to consider different aspects of quality: the Brier score 
and its decomposition, reliability diagrams, ROC curves and the area underneath them, 
and a version of the CSRR. Furthermore, the quality is evaluated in two set-ups. First, the 
development  of  quality  with  lead  time  is  investigated  to  consider  the  dependence  on 
different meteorological regimes. Second, and that is presented here, the development of 
quality is investigated with lead time. 

Fig.1: Development of Brier score, CSRR, and area under ROC curve with lead time for Rad-TRAM and 
calibrated COSMO-DE-EPS forecasts from 8 to 16 August 2007. 

Figure 1 shows the development of skill with lead time over the investigated period 
from 8 to 16 August 2007 with the Brier Score, the CSRR, and the ROC area as well for 
Rad-TRAM and COSMO-DE-EPS.  It can be seen in all scores that Rad-TRAM has very 
high skill in the first forecast hours that decreases to the low skill of the model for long lead 
times. The skill  of  the COSMO-DE-EPS forecasts is constant due to the set-up of  the 
ensemble. The mean values cross around 5 to 7 hours, so that then the NWP forecasts 
have  more  skill  than  Rad-TRAM.  Considering  the  variability  of  the  mean  over  the 
investigated period further increases the cross-over time frame.
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4. Blending of Rad-TRAM and COSMO-DE-EPS probabilities

In  this  study,  the  two  forecast  methods  are  combined  additively.  Therefore, 
weighting func-tions have to be defined. This is conducted following Kilambi and Zawadzki 
(2005). As the standard deviations are smallest in CSRR, the temporal development of 
Rad-TRAM's quality using this score defines its weighting function:

  

As the weights should sum to 1, the weighting function for all 22 COSMO-DE-EPS fore-
casts is calculated with

Figure 2 displays the resulting weighting functions. While for lead times up to 5.75 h more 
weight is given to Rad-TRAM, the ensemble forecasts dominate the weighting afterwards. 
However,  at  the  maximum  lead  time  of  8  hours,   Rad-TRAM still  contributes  to  the 
blended forecast due to the small differences in quality of both forecast sources for long 
lead times (cf. Fig.1). This is in contrsat to very short lead times when only one component 
(Rad-TRAM) is used.

Fig.2: Weighting functions for Rad-TRAM and COSMO-DE-EPS for the blending procedure.

The blending procedure multiplies, depending on lead time, the respective weight on the 
probabilistic forecasts and sums the products:

For  all  22  COSMO-DE-EPS forecasts,  the  same weight  is  applied  as  the  differences 
between the approaches are small (cf. Fig.1).

Figure 3 illustrates an example of the blending procedure with the components and 
the resulting combined fields for two different lead times. In the upper row, the maximum 
weight  is  at  Rad-TRAM and in  the lower  at  the COSMO-DE-EPS forecasts.  Only the 
fraction method is shown due to clarity. It can be seen that for short lead times (upper row, 
τ=1.25h), the sharp structures of the Rad-TRAM forecasts (Fig.3a) can be clearly identified 
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in the combined field (Fig.3c). For long lead times (lower row, τ=7.25h), the combined field 
is dominated by the forecast with the fraction method. Figure 3 shows that the additive 
combination  provides  a  smooth  transition  from one  forecast  source  to  the  other.  The 
blended probability fields are senseful and seamless combinations of the components. 

Fig.3: Combined probabilities for 12 August, 23:15UTC (c and f) with components from Rad-TRAM (a and d) 
and COSMO-DE-EPS fraction method (b and e) for  τ=1.25h (a-c) and  τ=7.25h (d-e). Observations used to 
initialise the Rad-TRAM forecasts are shown in colour in the background of panels (a) and (d).

Nevertheless, the value of the blending procedure must be proven in comparison to 
the forecast quality of the components (Fig.1) with the quality of the blended probability 
field.  The  combined  fields  should  at  least  reproduce  the  skill  of  each  component  for 
various lead times. Fig.4 displays the quality of the blended forecasts with the Brier score, 
the CSRR, and the area under the ROC curve as evaluated for the single compontent. In 
comparison to Fig. 1 it is evident, that the combined fields show in all score the expected 
behavior. For short lead times, the skill is in the range of Rad-TRAM and the differences 
between the solutions are small. With increasing lead time, the differences increase as 
well.  For  long lead times,  the skill  is  in  the  range of  the  respective  COSMO-DE-EPS 
forecasts. For lead times around the cross-over times where the skill of both components 
is equal, the blending procedure even improves the skill of the forecasts. For example, in 
the  ROC area,  after  4  hours  Rad-TRAM has lost  32% of  its  initial  skill,  whereas  the 
combination with the fraction method still attains 73%.

5. Conclusions

In  this  work,  a  framework  has  been  established  to  calculate  and  combine 
probabilistic forecasts from an observation based nowcasting method with forecasts from a 
high resolution ensemble. This enables to represent the phenomena of interest on the 
same scale. The combination provides seamless probabilistic forecasts that maintain the 
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skill  of the best respective component and even improves them in the time around the 
cross-over point. One promising possiblity to reduce variabiltity in the results and likewise 
improve their reliability would be the consideration of synoptic regimes in the derivation of 
the calibration and weighting functions (Done et al. 2006). The performance of the model 
could  be  improved  through  the  usage  of  a  time-lagged  ensemble  including  data 
assimilation.

Fig.4:  Development  of  Brier  Score,  CSRR,  and  area  under  ROC  curve  with  lead  time  for  blended 
probabilities from 8 to 16  August 2007. 
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1. Introduction 

Producing skillful and reliable probabilistic QPF is a challenging task, especially when 
high-resolution NWP is involved. In support of NOAA Hazardous Weather Testbed 
(HWT) Spring Experiment, in the past four years since 2007 the Center for Analysis and 
Prediction of Storms (CAPS), in collaboration with the Storm Prediction Center (SPC) 
and the National Severe Storm Laboratory (NSSL) and funded by the NOAA CSTAR 
program, had conducted unprecedented and highly successful real-time storm-scale 
ensemble forecast (SSEF) experiment (Xue et al. 2007, 2008, 2009; Kong et al. 2007, 
2008, 2009). In 2010 spring, under the new three-year CSTAR grant and with newly 
added collaborations with DTC, AWS, and HPC, the CAPS storm-scale ensemble 
forecasting system (SSEF) has been brought to a new level.  Major changes in SSEF 
for the 2010 HWT Spring Experiment include: The forecast domain has been expanded 
to cover the entire continental United States (Figure 1), increasing total computing grid 
points by ~40% compared to the 2009 domain; The total number of ensemble members 
is increased to 26, consisting of two WRF dynamical cores (ARW and NMM) and the 
Advanced Regional Prediction System (ARPS); New double-moment microphysics 
schemes coming with WRF V3.1 are included in some ARW members;  A large set of 
ensemble post-processed products from a 15-member sub-ensemble that consists of 
multi-model, IC and LBC perturbation, and radar analysis members are generated and 
made available near real-time to the HWT participants. 

This extended abstract presents an overview of the storm-scale ensemble system and 
examples of the real-time ensemble QPF products. Some ensemble evaluation 
statistics are also presented. 

2. Experiment overview 

The CAPS 2010 Spring Program ran from 26 April 2010 to 18 June, encompassing the 
NOAA HWT 2010 Spring Experiment that is officially between 17 May and 18 June. 
This experiment period is shifted into mid-June to accommodate Aviation Weather 
Testbed activity. Three numerical weather models are used to produce a 26 member 30 
h ensemble forecast during weekdays, covering a full-CONUS domain (Figure 1) at 4 
km horizontal grid spacing. Nineteen members are produced using the Advanced 
Research WRF core (ARW), five members are produced using the WRF Nonhydrostatic 
Mesoscale Model core (NMM), and two members are produced using the Advanced 
Regional Prediction System (ARPS).  Both WRF cores are the V3.1.1 release.  
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Figure 1. Computational domains for the 2010 Spring Experiment. The outer thick rectangular 
box represents the domain for performing 3DVAR/Cloud Analysis (1200×780). The red dot area 
represents the WRF-NMM forecast domain (790×999). The inner thick box is the domain for 
WRF-ARW and ARPS forecast and also for common verification (1160×720). 

All forecasts are initiated at 0000 UTC, using NAM 12 km (218 grid) 00Z analyses as 
background for initialization with the initial condition perturbations for the ensemble 
members extracted from the NCEP Short-Range Ensemble Forecast (SREF). Doppler 
radar radial wind and reflectivity data from over 140 available WSR-88D stations within 
the domain are assimilated through ARPS 3DVAR and Cloud Analysis package into all 
but three members (one from each model group). All 4 km ensemble forecasts are 
performed on Athena, a Cray XT4 supercomputer system with 18000+ computing cores, 
at the NSF sponsored National Institute of Computational Sciences (NICS) in the 
University of Tennessee. 

Table 1-3 outline the configurations for each individual members of each model group 
(arw, nmm, and arps). cn refers to the control member, with radar data analysis, c0 is 
the same as cn except for no radar data is analyzed in. m3 – m19 are members with 
either initial perturbation or physics perturbation or both added on top of cn initial 
condition. NAMa and NAMf refer to 12 km NAM analysis and forecast, respectively. 
ARPSa refers to ARPS 3DVAR and Cloud Analysis using NAMa as the background. For 
the perturbed members arw_m5~m14 and nmm_m3~m5, the ensemble initial 
conditions consist of a mixture of bred and ET perturbations coming from the 21Z SREF 
perturbed members (4 WRF-em (ARW), 4 WRF-nmm (NMM), 2 ETA-KF, 2 ETA-BMJ, 
and 1 RSM-SAS) and physics variations (grid-scale microphysics, land-surface model 
(LSM), and PBL physics). New in 2010 Spring Experiment is the addition of three 
random perturbation members (arw_m3~m5) and five extra physics-perturbation-only 
members (arw_m15~m19). Two types of random perturbations are added, one is 
Gaussian type perturbation and another is Gaussian perturbation plus a recursive filter 
with convective storm scale length. The physics-perturbation-only members are added 
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to help assessing impacts from different microphysics and PBL schemes. The lateral 
boundary conditions come from the corresponding 21Z SREF forecasts directly for 
those perturbed members and from the 00Z 12 km NAM forecast for the non-SREF-
perturbed members.  

Table 1. Configurations for each individual member with WRF-ARW core. NAMa and NAMf refer to the 12 
km NAM analysis and forecast, respectively. ARPSa refers to ARPS 3DVAR and cloud analysis 

member IC BC Radar microphysics LSM PBL 

arw_cn 00Z ARPSa 00Z NAMf yes Thompson Noah MYJ 

arw_c0 00Z NAMa 00Z NAMf no Thompson Noah MYJ 

arw_m3 arw_cn + random pert 00Z NAMf yes Thompson Noah MYJ 

arw_m4 arw_cn+RF-smoothed pert 00Z NAMf yes Thompson Noah MYJ 

arw_m5 arw_cn + em-p1+recur pert 21Z SREF em-p1 yes Morrison RUC YSU 

arw_m6 arw_cn + em-p1_pert 21Z SREF em-p1 yes Morrison RUC YSU 

arw_m7 arw_cn + em-p2_pert 21Z SREF em-p2 yes Thompson Noah QNSE 

arw_m8 arw_cn – nmm-p1_pert 21Z SREF nmm-p1 yes WSM6 RUC QNSE 

arw_m9 arw_cn + nmm-p2_pert 21Z SREF nmm-p2 yes WDM6 Noah MYNN 

arw_m10 arw_cn + rsmSAS-n1_pert 21Z SREF rsmSAS-n1 yes Ferrier RUC YSU 

arw_m11 arw_cn – etaKF-n1_pert 21Z SREF etaKF-n1 yes Ferrier Noah YSU 

arw_m12 arw_cn + etaKF-p1_pert 21Z SREF etaKF-p1 yes WDM6 RUC QNSE 

arw_m13 arw_cn – etaBMJ-n1_pert 21Z SREF etaBMJ-n1 yes WSM6  Noah MYNN 

arw_m14 arw_cn + etaBMJ-p1_pert 21Z SREF etaBMJ-p1 yes Thompson RUC MYNN 

arw_m15 00Z ARPSa 00Z NAMf yes WDM6 Noah MYJ 

arw_m16 00Z ARPSa 00Z NAMf yes WSM6 Noah MYJ 

arw_m17 00Z ARPSa 00Z NAMf yes Morrison Noah MYJ 

arw_m18 00Z ARPSa 00Z NAMf yes Thompson Noah QNSE 

arw_m19 00Z ARPSa 00Z NAMf yes Thompson Noah MYNN 

Table 2. Configurations for each individual member with WRF-NMM core 

member IC BC Radar  mp_phy lw_phy sw-phy sf_phy 

nmm_cn 00Z ARPSa 00Z NAMf yes Ferrier GFDL GFDL Noah 

nmm_c0 00Z NAMa 00Z NAMf no Ferrier GFDL GFDL Noah 

nmm_m3 nmm_cn+nmm-n1_pert 21Z SREF nmm-n1 yes Thompson RRTM Dudhia Noah 

nmm_m4 nmm_cn+nmm-n2_pert 21Z SREF nmm-n2 yes WSM 6 RRTM Dudhia RUC 

nmm_m5 nmm_cn + em-n1_pert 21Z SREF em-n1 yes Ferrier GFDL GFDL RUC 

Table 3. Configurations for each individual member with ARPS 

member IC BC Radar Microphysics radiation PBL Turb sf_phy 

arps_cn 
00Z 

ARPSa 
00Z NAMf yes Lin Chou/Suarez TKE 3D TKE Force-restore 

arps_c0 00Z NAMa 00Z NAMf no Lin Chou/Suarez TKE 3D TKE Force-restore 

3. QPF products 

A total 36 days of complete set of ensemble forecasts were produced throughout the 
experiment period. Post-processed QPF products from the SSEF were generated in 
realtime, including probability matching mean, frequency-based ensemble probability, 
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and neighborhood probability of accumulated precipitation. Model forecast QPF and 
probabilistic QPF (PQPF) has been evaluated using various verification metrics and 
compared to the operational 12-km NAM forecasts. The PQPF from SSEF outperforms 
that of NAM and SREF in many case dates. Figure 2 shows examples of ensemble-
based deterministic QPF product, the probability matching mean, and two PQPF 
products, the frequency-based probability and neighborhood probability. All match the 
observation (NSSL QPE product) well, even with a 30 h lead time. 

 

Figure 2. 30 h forecast QPF products of the 6-h accumulated precipitation, valid 0600 UTC 2 
June 2010. (a) Probability matching mean, (b) NSSL QPE (observation), (c) ensemble 
probability for the threshold of 1”, and (d) neighborhood probability for the threshold of 1”. 

The equitable threat scores (ETS) of 3-h accumulated precipitation forecast from 
individual SSEF ensemble members, ensemble mean and probability matching mean, 
as well as the operational NAM (12 km grid spacing) , calculated over the 36 days of 
data, are shown in Figure 3. The thick lines, one from each model group, represent the 
control member of the corresponding group. It is clear that all high-resolution, 
convection-resolving members outscore the operational NAM QPF, especially with 
higher thresholds. The probability matching mean outperforms individual members as 
well as the classic ensemble mean.  

Skill scores and reliabilities of PQPF, both frequency-based and neighborhood-based, 
and among different subsets of ensembles have been evaluated. New approach to 
produce probability matching mean QPF has been explored. 

a b 

c d 
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Figure 3.ETS scores of the 3-h accumulated precipitation forecasts from the 15-member sub-
ensemble and the operational NAM over 36 days, for the threshold of 0.01” (a) and 0.5” (b). 
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1. Introduction 

To meet the needs of econom y growth and public community, especially needs of  the 
weather services on som e important societal activities, such as Olym pic Games and National 
Day’s Celeb ration, fine quantitative precipitatio n forecast (QPF) is of great im portance. In 
May 2008, QPF section is set up in NMC to be m ainly responsible for providing QPF 
products with an interval of 6 hours  in the coming 24 hours. The operational QPF system  
involves in some new data, including real-time data (radar, AWS et al.) and new NWP data.  

At present, the QPF forecast just pro vide the distribution of the dif ferent rainfall grade 
shown by different isolines, such as light, moderate, heavy rain, rain storm and so on. There is 
no quantitative precip itation forecast in deed. In  order to obtain the real QPF products, som e 
QPF approaches should be developed ，for instance, m ulti-model rainfall ensemble forecas t 
based on dif ferent rainfall m odels, which can be regarded as an esse ntial rainfall forecast.  
Meanwhile, meso-scale ensemble probability forecast and in gredient-based methodology are 
also used as supplem ents and corrections for QP F. In this paper , our attempts to develop the 
above mentioned approaches.  

   
2.  Multi-model rainfall ensemble forecast 

For the use of numerous NWP data in QPF, the major challenge is how to use them in the 
limited time and how to  improve the forecast efficiency and accuracy. Short range ensem ble 
forecasting (SREF) of quantitative precip itation (Du J, 1997, Stensrud D J, 2000, Du J, 2002) 
can in crease the forecast accu racy. Due to the  inab ility of  ensemble m ean results to the 
extreme rainfall event, multi-m odel rainfall ensemble forecast, with th e consideration of the 
shape of rainfall belt and intensity of rainfall, is applied in the operation of QPF, of which the 
weight of dif ferent m odel is decided by the similarity degree (L i Kaile, 1986) of dif ferent 
rainfall forecast of models in terms of stepwise regression (Chen Liqiang, 2005). This method 
takes into account the diversity and probability distribution of the rainfall forecast of dif ferent 
models.  

Fig 1 presents the flow chart of multi-model rainfall ensemble forecast. According to the 
verification of routine operation, the rainfall forecasts of T639, EC, Japan and NCEP  models 
are of  bette r perf ormance and chosen to the m embers of m ulti-model rainf all e nsemble 
forecast. 
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Fig 1.  Flow chart of multi-model rainfall ensemble forecast 

 
 

 
Fig 2.  Schematic diagram of similarity discrete degree 

As shown in fig 2, )k(Hij  indicates the difference value of factor (k) between sam ple i 

and j, )k(H)k(H)k(H jiij −= . ijE  is the  to tal mean difference of  a ll f actors(k=1,……,m), 

 Flow chart of multi-model rainfall ensemble forecast 
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Fig 3. Schematic diagram of the heavy rain forecasting area of ensemble members ( ○) 

and the most possible heavy rain area (●) in the case of (a) forecasts of members are close 
( convergent) and (b) forecasts of members are different ( divergent) 

 
Total similarity degree is decided by the s tepwise regression and clus ter analysis, and then 

determines the extended radius. As shown in Fig 3,  the similarity degree is larger in the case 
of Fig 3(a) verse 3(b), thus a higher certain ty and less for the rang e to be en larged are 
expected. The overlapping area through enlar ging the range has the highest possibility for 
heavy rain. The probability  dis tribution of rainfall is taken  into accou nt. The m ethod can  
advance the forecast accuracy and enhance the forecast capacity of extreme weather events. 

(a) (b) 
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Fig 4. Ts skill scores for the different grades of 6hr accumulated precipitation 
in the different models in June (a) and July (b), 2010 

Operational verification shows that the perf ormance of  multi-model ensemble is m uch 
better than the single model. Figure4 displays the Ts skill score for the different grade of 6hr 
accumulated precipitation for dif ferent models and forecaster in  June (a) and Ju ly (b.), 2010. 
In June, the  m ulti-model ensem ble has genera lly m uch better perf ormance than th e single  
model, especially for th e grades ab ove the m oderate rain. Meanwhile, forecaster didn’t refer 
to the r esults of  multi-model ensemble and g et a  lower T s skill scor e than  the  multi-model 
ensemble forecas t. In J uly, with referring to the ensem ble forecast, the forecaster got the 
highest Ts skill score. It should be pointed out that Ts skill score of the ensem ble method for 
the light rain is no t as good as th e ind ividual m odel because the area is en larged when 
forecasts of members are divergent. In addition, the model forecast usually underestimated the 
extreme rainfall, thus the correction should be  applied to the ensemb le forecast for the 
extreme rainfall. It is also true for the case of 24hr ensem ble forecast.  24hr forecast 
accumulated from  6hr ensem ble is better th an 24hr ensem ble forecast,  which is p robably 
related to the detail consideration of 6hr rain belt shape and strength.  

 
 
 

(a) 

(b) 

Forecaster 

Ensemble 

Ensemble 

Forecaster 

Forecaster Ens      NCEPJapanGerman
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3.  Meso-scale ensemble probability forecast  

Meso-scale ensemble probability forecast (Eli zabeth E. Ebe rt et al, 200 9, Hamill, T.M., 
2001) has been found to be a useful supplement of QPF. At present, we develop some 6hr rain 
products based on W RF m eso-scale ensem ble proba bility forecast, such as stamp charts, 
ensemble mean and discrete d egree charts, probability-matched ensemble mean (PM) charts, 
maximum precipitation distributi on charts, percentage probabil ity forecast products, serial 
charts(plumes, ensem ble box and whisker , pr obability forecast). Ensem ble m ean(Fig.5a) 
smoothes the inform ation of low forecas t predictability ind icated by d iscrete degree, which  
can capture the precipitation center of hi gh probability b ut underestim ate the maxim um 
rainfall and  artificially enha nce the area of lig ht rain. Pro bability-matched ensem ble m ean 
(PM) ch arts (Fig.5b)  a re cons istent with  ense mble m ean but the m aximum rainf all is  
forecasted b etter and  area of ligh t rain is m ore ef fectively c ontrolled. At the sam e ti me, 
Talagrand diagram are u sed to v erify the d iscrete degree of ensem ble forecast and reliab ility 
diagrams are applied to examine the relationship between forecast probability and observation 
frequency. Both of them are very useful in QPF. 

  
 

Figure5. Ensemble mean and discrete degree charts (a) and 
       probability-m atched ensemble mean (PM) charts (b) 

 
4.  Ingr edients-based methodology  
   One of  the signif icant problems for the m ulti-model ensemble forecast and m eso-scale 

ensemble probability forecast lies in the ignorance of synoptic circulation information.       
    Doswell et al. (1996) first put forward Ingredients-Based Methodology (IBM), a new  

forecast method for flash flood. In China, this method is applied to the heavy rainfall forecast by 
Zhang et al (2010) and Li et al (2006). Although the rainstorm s share common dyna mic and 
thermodynamic environmental conditions, their physical ingredients significantly differ in the 
different heavy rainfall types in China.  

The applian ce of the num erical w eather prediction (NW P) outputs to synthetically 
analyze the dynam ic and therm odynamic envi ronmental condition and basic physical 
ingredients in forecas ting heavy rainfall is crucial to th e success of ingredients-bas ed 

(a) (b) 
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methodology. However, the operation appliance of  this m ethod is quite difficult, especially 
for 6hr QPF, because th e relationship between the basic ingredients and heavy rain is not the 
same for the different heavy rainfall event. Fo r example, statistic ba sed on hundreds stations 
with over 6 0mm in 6 hours show that the dive rgence of about 20% s tations are p ositive at 
850hPa and negative at 200hPa(Fig.6),which didn’ t agree with the tradition al mode for the 
occurrence of heavy rainfall.  

 
                   divergence           divergence 
Fig 6. Divergence at 850hPa (a) and 200hPa( b) for the stations with over 60mm in 6 hours 
and the station percentage of different level heavy rain at the beginning (left) and end (right) 
(c) 

 
Severe storm   Rai nstorm   Heavy rain   M oderate rain 

 

Fig 7. Percentage of 
stations f or dif ferent 
rainfall gra des with the  
low-level(850hPa) 
convergence 

 

 
As de monstrated in figure7, stronger the ra in, higher percentage of station with  th e 

lower-level convergence no matter for the beginning or the end stage of the rainfall. Generally 
the percentage at the begi nning of heavy rain is hi gher than that at the e nd. It is no doubt that 
divergence at low level is an important indicator for the heavy rain, but the thresho ld value is 
difficult to determine. This is the big challenge for the ingredients-based methodology. 
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The dy namic me thod, the  em piric an d statistic method ,  the  short-time ex trapolation 

method by using of synoptic observations were used for QPF in the past few years. 
 
In the dynamic method the amount of precipitation is determined as the accumulation by 

horizontal trans port o f v apor an d the  con densation by  vertical m otion o f air. In case of 
heavy rain , the  la rge scale factors,  me dium and me so-scale factors by to pography a nd  
convection instability were added to them . 
In the empiric and statistic me thod, the distribution of the precipitation amount, analyzed 

with seasons and pressure systems, was used for the  corresponding region forecast and 
the discriminant r egression equation was m ade out for the class ified forecast of  
precipitation amount. 
The principle component analysis and the cluster method were developed and used for 

the medium rage 5 days forecast. 
 
In the recent days with the rapid development of numerical weather forecast, the study for 

transfer-methods by using NWP output is being carried out. 
 The BP multi-layer structu re o f Neural Network is d esigned and is implemented 

operationally now. In this method, the amount of precipitation is divided by several grades 
and forecasted su ccessively   by o ccurrence p robability of each g rade, b ut the results 
obtained are not yet reached to the satisfied level.  
On the other hand, on the basis of analysis on atmo sphere background and cloud data 

from satellite, which cause heavy rain in some region, the conception model for rainstorm 
occurrence   is developed and used for very short range forecast.  
The research for higher resolution of time-space scales at QPF is being studied now but it 

has som e dif ficulty at the  co nsideration o f medium a nd meso scal e di sturbance and 
detailed topographic factors. 
 
It would b e expected that the reasonable choice of the fa ctors that fu lly present regional 

precipitation amount is necessary for QPF, which requires more study such as sophisticated 
analysis on observation and NWP output, some numerical simulation for singular process 
and the introduction of advanced model. 
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Quantitative Precipitation Forecasts during the HMT-West campaign 
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Collaborators: Tim Schneider1, Allen White1, Martin Ralph1, Ed Tollerud1, Tara Jensen4, John 
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4. NCAR/Developmental Testbed Center (DTC) 
 
 
 
 
      Ensemble forecasts have been implemented since 2005 in NOAA/ESRL/GSD for the 
Hydrometeorological Testbed (HMT)-West program in California. New ensemble forecasts have 
been configured during the winter season 2009-2010. The ensemble suite includes 9 members with 
mixed dynamic cores and microphyscics in the WRF model, driven by a subset of Global Ensemble 
Forecast System (GEFS) members. The 9 km forecasts run to 114 hr, with the 3-km nested domain 
covering central California running to 12 hr. This study focuses on analyzing the performance of 
quantitative precipitation forecasting (QPF) and probabilistic QPF (PQPF) and comparing ensemble 
forecasts at different resolutions (9 and 3 km) as well as deterministic runs from High-Resolution 
Rapid Refresh (HRRR, 3 km). The algorithm to calibrate PQPF will be investigated for the new 
ensembles. The precipitation verification dataset is based on the NCEP Stage IV data and gauge 
observations. The precipitation data was applied to run a distributed hydrological model for 
generating ensemble streamflow. 
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A numerical study of aerosol effects on regional precipitation 

Yan Yin and Hui Xiao 
Key Laboratory of Meteorological Disaster of Ministry of Education 

Nanjing University of Information Science & Technology, NO. 219 Ningliu Road, 
Nanjing, 210044, China，yinyan@nuist.edu.cn 

1.  Numerical Model and Experiment Setup 

1.1. Description of the experiments 

A rainstorm occurred in Shanxi province, China, on June 13, 2007 is simulated 
using the Weather Research and Forecasting (WRF) mesoscale model coupled with 
the Morrision’s double-moment bulk microphysical scheme (Morrison et al., 2005). 
The microphysics scheme predicts the number concentrations and mixing ratios of 
five hydrometeor species (cloud droplets, small ice, rain, snow, graupel) and includes 
a detailed treatment of droplet activation based on the scheme of Abdul-Razzak and 
Ghan (2000). The initial spectra of aerosol particles are given by three lognormal 
distribution functions and the size distributions of the hydrometeor species are 
represented by gamma functions.  

Two cases with different aerosol conditions are considered. A ‘continental case’ 
(C-case) and a ‘polluted-continental case’ (P-case). These cases are constructed by 
considering different fraction of aerosol particles are water soluble. Sensitivity tests 
are conducted and are compared to understand the response of cloud microphysical 
processes and precipitation to the changes in concentrations of aerosol particles. 

1.2. Case description 

The WRF model is integrated for a 30-h period from 1400 LST, 12 June 2007, to 
2000 LST, 13 June 2007. The model is configured with two nested grids with spacing 
of 30 km (141×120 grid points) for domain 1, and 10 km (151×121 grid points) for 
domain 2. The domain 1 is centered at 40°N and 106°E. A rainstorm that developed 
over the Shanxi province of China from 02 LST to 13 LST, 13 June 2007, is simulated 
in this study. At 500hPa, 0200 LST, 13 June 2007, there were two troughs located at 
the eastern of Europe and the eastern of Russia respectively, while the ridge closed 
to Baikal (not shown). The base of trough of East Asia was divided into two parts, one 
of that run through Hetao area, and the 500 hPa height field showed a low system 
over the Shandong Peninsula associated a warm moist easterly flow back of the 
system, resulting in a convergence zone over North China.  

2.  Results 

2.1. Precipitation 

The process lasted for 18 hours. The precipitation data shown here is extracted 
from MICAPS (Meteorological Information Comprehensive Analysis And Process 
System). The simulation shows that the simulated rainfall regions and intensity are 
generally consistent with observations, but the simulated rainfall belt is a little to the 
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westward of the observation. The maximum value of 18-h observed precipitation is 
between the C-case and the P-case, while the maximum value in the P-case can 
reach 50 mm, about 10 mm larger that in the C-case, whereas the observed 
maximum value of precipitation is 44 mm. 

Figure 1 shows the difference of 18-h integrated rainfall amount (mm) between 
the C-case and P-case. The area with the largest difference of 21 mm appears in the 
east part of Shanxi province, while the area with rainfall decreased more than 12 mm 
concentrated in the west of Shanxi province. Although the maximum value of 
accumulated rainfalls in the P-case is greater than the C-case, the grid-averaged of 
rainfall amount is reduced by about 0.8% in the polluted case (15.4 mm) as 
compared with the clean case (15.27 mm), indicating that the polluted aerosols have 
a positive contribution to precipitation, at least for the case simulated here. 

 

Fig. 1 The difference of 18-h integrated 

rainfall amount (mm) between C-case and 

P-case 

Fig. 2 Grid-averaged rainfall rate over 

the region of S 

From the above results one can conclude that increase in the aerosol 
concentrations has little influence on the total precipitation, however, the effect of the 
concentration of aerosol on the location of precipitation is significant. There are the 
maximum of 18-h cumulative rainfall and two cores with the increased precipitation 
and the decreased precipitation in the region S (Figure 1). Therefore, we mainly lay 
stress on the analysis in the region S. Figure 2 displays the grid-averaged rainfall 
rate over the region of S. Two main periods of rainfall over the whole process are 
11-14 LST and 14-18 LST, and the dramatic comparison of grid-averaged rainfall rate 
between the P-case and the C-case occur in 13 LST and 16 LST respectively. The 
averaged rainfall rate in the C-case which is more than 1.64 mm/hr greater than that 
in the P-case at the early stage (13 LST) and about 1.07 mm/hr less than that in the 
P-case at the later stage (16 LST). 

2.2. Mixing ratio and number concentration of hydrometeors 

Region S contains two cores with both increased and decreased precipitation, 
we make vertical cross sections along line AB (Fig. 1) to show the mixing ratio and 
number concentration of various hydrometeors. At 1300 LST, 13 June 2007, the 
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maximum cloud water mixing ratio in the P-case is increased by about 0.05 g/kg 
compared with that in the C-case, and the corresponding number concentration are 
130 mg-1and 80 mg-1, respectively. In the P-case, the cloud base is at 775 hPa and 
the 0  isotherm is at 625℃  hPa. The maximum velocity of updraft in the C-case is 
greater than that in the P-case emerging below the 0  isotherm.℃  Figure 3 displays 
the average vertical profiles of hydrometeors mixing ratio along line AB at 1200 BST 
June 13. In addition to cloud water, the mixing ratios of hydrometeors in the C-case 
are larger than that in the P-case. The rain water mixing ratio in the C-case and the 
P-case are 0.13 g/kg and 0.1 g/kg at 675hPa and 0.034 g/kg and 0.024 g/kg at 
surface, respectively. 

 

Fig. 3 The average vertical profiles of hydrometeors mixing ratio along line AB at 1300 

BST June 13 : (a) C-case; (b) P-case 

Although the ice mixing ratio in the P-case is less than that in C-case, the 
number concentration of ice is apparently higher than that in the C-case. The 
maximum value of snow mixing ratio in the C-case and the P-case are 0.081 g/kg 
and 0.087 g/kg, while the maximum value of graupel mixing ratio are 0.0027 g/kg and 
0.0043 g/kg respectively. In contrast, the number concentration of graupel in the 
P-case is 6 times more than that in the C-case. In other word, the diameter of graupel 
particle in the P-case is much less than that in the C-case, corresponding to the 
terminal fall speed, and the graupel particle in the C-case easier fall from cloud. At 
the early stage (13 LST), the mixing ratio of ice phase particles is much less than 
liquid phase particles, and maximum updraft and the main cloud are below the 0  ℃

isotherm.  

The result that the precipitation at 13 LST, to a larger extent, dependent on the 
warm microphysical processes, and that an increase in the aerosol concentration 
can lead to an increase in cloud water and a decrease in rain water is similar to 
previous studies (e.g., Givati and Rosenfeld, 2004; Lynn et al., 2007). At 1600 LST. 
(not shown), the increases of maxing ratio of snow, rain water, and graupel are 
remarkable in the P-case at 16 LST compared to that at 13 LST, while the decreases 
in the C-case. The maximum velocity of updraft in the P-case is much greater than 
that in the C-case emerging above the 0 isotherm. In the C℃ -case, the maximum 
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mixing ratio of cloud water is decreased by about 0.21 g/kg compared to that at 13 
LST, indicating that the precipitation dependent on the warm microphysical 
processes and trend to dissipate. In contrast, the mixing ratio of snow and graupel in 
the P-case are increased by about 0.4 g/kg and 1.2 g/kg while that are few at the 
early stage, implicating that the precipitation in the P-case dependent on the cold 
microphysical processes at the later stage. Khain et al. (2005) stated that an increase 
in the concentration of aerosol leads to a low collision rate and a delay of raindrop 
formation, resulting in a larger vertical velocities and a more water that rides to the 
freezing level. The results obtained here are consistent with theirs, although the 
cloud systems are different.  

Table 1 Source-sink terms of raindrop and its maximum conversion rate due to various 

microphysical processes 

Maximum values 

at 1300 LST 

(10-3·g·kg-1·s-1) 

Maximum values at 

1600 LST 

(10-3·g·kg-1·s-1) 

 

Source-sink 

terms of 

raindrop 

 

Description 

C-case P-case C-case P-case 

PRA Accretion of cloud droplets by rain 0.6 0.55 0.3 1.8 

PRACS Accretion of snow by rain 0.45 0.4 0.035 1.6 

PRC Autoconversion of droplets to form rain 0.027 0.006 0.0039 0.0014 

PGMLT Melting of graupel to form rain 0.0008 0.014 0 0.9 

PSMLT Melting of snow to form rain 0.0001 0.011 0 0.013 

PRE Evaporation of rain -0.33 -0.22 -0.16 -0.35 

2.3. Conversion rate of the source-sink terms 

Table 1 shows the source-sink terms of raindrop and the maximum conversion 
rate due to various microphysical processes along line AB. It is obvious from this 
table that accretions of cloud droplets and snow are the main source terms of 
raindrop. Although the value of the term of autoconversion of droplets is small, it 
plays an important role in the formation of initial raindrop. An increase in aerosol 
concentration likely results in a decrease of the cloud droplet size and lead to a 
reduction in autoconversion of droplets. At 13 LST, the value of autoconversion of 
droplets in the C-case is about 5 times greater than that in the P-case, and also 
larger at 16 LST. The low rate of autoconversion of droplets leads to the formation of 
a large number of small droplets with a low sedimentation, resulting in an increase of 
accretion of cloud droplets by rain. At 16 LST, the terms of accretion of cloud droplets 
and snows in the C-case are far below that at 13 LST, resulting in a decrease in rain 
at the later stage. In contrast, the maximum conversion rate of the melt of graupel 
and accretion of snow by rain in the P-case are increased at 16 LST. The 
microphysical characteristics of precipitation that snow and graupel particles become 
the main sources for rain, is a little different from the mechanism of cold frontal 
precipitation in South China (Shi et al.,2008). In addition, cloud droplet is the main 
sources for the increase of snow and graupel, which is adequate in the P-case. Thus, 
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an increase in concentration of cloud droplet, resulting from the increase of aerosol 
number concentration enhances the rainfall at the later stage. 

3.  Summary and Conclusions 

A rainstorm occurred in Shanxi province on June 13, 2007 is simulated using the 
Weather Research and Forecasting (WRF) mesoscale model coupled with the 
Morrision’s double-moment bulk microphysical scheme. Sensitivity tests are 
conducted and are compared for different background conditions to understand the 
response of cloud microphysical processes and precipitation to changes in 
concentrations of aerosol particles. The results show that the total rainfall amount is 
reduced by about 0.8% in the polluted case as compared with the clean case, but a 
more intensive rainfall rate at the central region of the rained area and no significant 
change in rainfall area are observed in the former case than in the latter. Snow and 
graupel are the main sources for rain at the surface. In the polluted case considered 
here, higher concentration of aerosol particles leads to the decrease of warm rain at 
the early stage, and consequently more numerous snow particles can grow by 
coagulations with cloud droplets and rain droplet in the air for longer, intensifying 
precipitation at the later stage. 
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1. Introduction  
 
Over recent years Limited Area Model Ensemble Prediction System (LAMEPS) has 
become more important as a scientific tool for improving prediction of heavy rainfall, 
and several LAMEPSs have been developed and run operationally. Compared to 
global EPS, additional challenges posed for a LAMEPS with high quality, with more 
details, in particular, quantitative precipitation forecast (QPF) to be covered with 
confidence. 
 
At ZAMG (ZentralAnstalt für Meteorologie und Geodynamik), the Central European 
regional  ensemble system ALADIN-LAEF (Aire Limitée Adaptation Dynamique 
Développement InterNational – Limited Area Ensemble Forecasting, Wang and 
Bellus et al., 2010) has been developed in frame of the international cooperation of 
ALADIN/LACE (Limited Area modelling in Central Europe), and run quasi-
operationally since 2007. The core of  ALADIN-LAEF is ALADIN-AUSTRIA, it is the 
operational configuration of ALADIN at ZAMG (Wang et al. 2006). ALADIN-LAEF has 
a horizontal resolution of 18 km and 37 vertical levels. There are 17 members in 
ALADIN-LAEF, of which the first 16 members are perturbed. Their LBC perturbations 
are provided by the first 16 ECWMF-EPS (Leutbecher and Palmer, 2008) members. 
The 17th ALADIN-LAEF member obtains IC and LBC from the ECMWF EPS control 
forecast. We employ the Blending method for dealing with the atmospheric IC 
perturbation, which combines the large scale uncertainty generated by global EPS 
with the small scale perturbations resolved by LAM (Bellus et al. 2010); and the Non-
Cycling Surface Breeding (NCSB) technique for generation of surface initial 
conditions perturbation (Wang and Kann et al. 2010).  
 
In this paper we briefly describe the recent research results carried out at ZAMG for 
addressing the following challenges of LAMEPS on QPF. 
 
2.  What is the strategy to cope with the interaction between larger scale 
perturbations given by the driving global EPS and “local” perturbations 
generated specifically for the LAMEPS? 
 
One of the key requirements for a LAMEPS is that the scale of the perturbation 
should be in accordance with the scales of variability resolved by the model. On the 
other side, the LAM perturbations should be consistent with the perturbation coming 
through the lateral boundary, e.g. the large scale forcing from the global EPS model. 
The dynamical downscaling of ensembles of global model for generating IC 
perturbation in LAM, which is used in most operational LAMEPSs, is from the nature 
incapable to meet this requirement.  
 
To handle with the interaction between larger scale perturbations given by the driving 
global EPS and “local” perturbations generated specifically for the LAMEPS, we 
implemented the Blending method in ALADIN-LAEF for generation of IC 
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perturbations. Blending combines the large-scale uncertainty generated by ECMWF 
Singular Vector (SV) with the small-scale uncertainty generated by breeding with 
ALADIN model. The combined perturbation has the feature that its large-scale part of 
the perturbation is from ECMWF SV, and the small scale part is from ALADIN 
breeding. Through breeding the blended perturbation attempts to give the best 
estimate of the actual errors in the initial analysis based on the past information of 
the flow, whereas the SV contain future information of possible forecast error. The 
initial perturbation is now consistent with the LBC perturbation in large scale part, 
both of them from ECMWF SV perturbation. The small-scale uncertainty in the 
analysis is more detailed and accurate due to the higher resolution and more 
balanced orographic/surface forcing of the LAM breeding.  
 

 
 
Figure 1. Verification of ALADIN-LAEF 12h accumulated precipitation forecast of 
experiments DOWN (in red, dynamical downscaling), BRED (in green, ALADIN 
Breeding) and BLEND (in blue, ALADIN Blending). Left: Continuous Rank Probability 
Score; Right: ensemble spread, averaged statistics over central Europe and a two-
month summer period. 
 
The Blending technique is a spectral technique using standard non-recursive low-
pass Dolph-Chebyshev digital filter. The detailed description and discussion of 
Blending, in particular the technical implementation in ALADIN-LAEF, are given in 
Bellus et al. (2010). 
 
Figure 1 shows the comparison of Blending and breeding on ALADIN-LAEF 
precipitation forecasts for a two months period. Regarding the probabilistic score 
measured by Continuous Rank Probability Score, the outperformance of Blending to 
Breeding is found, in particular, in the late forecast hours after 30h. It is obviously due 
to the impact of the LBC perturbation. Blending has the large scale perturbations 
which are consistent with the LBC perturbations. Breeding initializes a similar spread 
in the early hours, but the growth of perturbation is slower than Blending. The 
generation of perturbation by breeding conflicts somehow with the LBC perturbation 
from ECMWF SV, the benefit of using Blending comes clear in the later lead time 
after 30 hours.  
 
3.  How can we generate the surface perturbation in LAMEPS? 
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The representation of uncertainties in the surface initial conditions is important for the 
quality of ensemble QPF. To improve the forecast reliability and ensemble 
dispersion, a strategy for perturbing surface initial conditions, Non-Cycling Surface 
Breeding (NCSB) has been proposed. The strategy combines short range surface 
forecasts driven by perturbed atmospheric forcing and the breeding method for 
generating the perturbation to surface initial conditions. As Breeding, the simulation 
of growing error is started by introducing perturbations in the atmosphere. The 
perturbed atmosphere is not randomly, but downscaled from a global EPS. The 
regional model is then integrated up to 6 or 12 hours with the perturbed atmospheric 
ICs and LBCs, but the same surface initial state. The difference between the 6 or 12 
hour surface forecasts and the corresponding new surface analyses is rescaled, and 
then added to the corresponding new surface analysis. This pseudo-breeding run is 
restarted every time with a new perturbation of the atmosphere obtained from the 
global EPS. This non-cycling feature ensures that the initial surface perturbation in 
LAMEPS is only driven by the atmospheric perturbations from the global EPS. It will 
be very probably introducing model drifting problem if the impact of the short range 
LAM forecast is put into the surface initial conditions continuously (Cycling) after 
several months. More information and the performance of NCSB on precipitation 
forecast are given in Wang and Kann et al. (2010) 
 
4.  Does LAM perturbation outperform the dynamical downscaling of global 
EPS? 

In current operational LAMEPSs, the dynamical downscaling of global EPS 
perturbation remains the most attractive way for simulating the initial uncertainties. 
This is because of simplicity and good performance. Some studies indicate that the 
dynamical downscaling is slightly skilful than the regional perturbations ensemble 
with ETKF or targeted SV. However, one has to keep in mind that the regional small 
scale uncertainty cannot be explicitly simulated in a LAMEPS with dynamical 
downscaling, which is usually just following the governance of the global ensemble 
that is driving it. As known there are significant forecast uncertainties on meso-scale, 
short range and in local details. The representation of those meso-scale uncertainties 
in a LAMEPS is particularly useful for QPE.  
 
Investigation has been done to compare QPF of ALADIN-LAEF with Blending and 
downscaling. As shown in Figure 1, clear positive impact of Blending can be seen in 
the first 24 hours. It demonstrates that downscaling of ECMWF SV perturbation is not 
optimally designed for the early forecast range. In the late forecast hours 
downscaling performs same as Blending, it is obviously due to the impact of the LBC 
perturbation.  
 
5.  What is the more added values of LAMEPS to its driving global EPS? 

To answer this essential question related to LAMEPS, we have compared the 
performance of ALADIN-LAEF (16 members) with ECMWF EPS (50 members), one 
of the most advanced operational global EPS. A set of standard ensemble and 
probabilistic forecast verification methods has be applied to evaluate the 
performance of ALADIN-LAEF and ECMWF EPS. In Figure 2 Continuous Ranked 
Probability Skill Scores (CRPSS) of 12h accumulated QPF of ALADIN-LAEF and 
ECMWF EPS are shown. It is evident that ALADIN-LAEF is more skillful for the short 
range forecast than ECMWF EPS. 
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Figure 2. Comparison of CRPSS 
of 12h accumulated QPF between 
ALADIN-LAEF (in green, BBSM) 
and ECMWF EPS (in blue, 
ECMWF_EPS); averaged CRPSS 
statistics over central Europe and 
a two-month summer period. 
 

 
 

6. Is LAMEPS adding value to its existing high resolution deterministic Limited 
Area Model (LAM) forecast? 

Model and analysis related errors contribute to the eventual loss of predictive skill. 
Ensemble forecasting method has proved to be a successful way for handling those 
errors in the model. A high resolution deterministic LAM, on the other side, is still a 
necessary for the weather forecast. The question is then very naturally raised. We 
tackled this challenge in the way: a) comparison of LAMEPS with time lagged 
ensemble of high resolution deterministic LAM runs; b) comparison of LAMEPS 
ensemble mean/median with high resolution deterministic LAM forecast. 
 

                                                                                                                                                  
The comparison of ALADIN-LAEF (17 members; 18km resolution) with the time 
lagged ensemble of ALADIN-AUSTRIA (5 members; 9.6km resolution) is shown in 
Figure 3. The CRPSS of ALADIN-LAEF is clearly superior of the time lagged 
ALADIN-AUSTRIA ensemble. Figure 4 presents the Equitable threat score (ETS) of 
12h accumulated precipitation forecast of ALADIN-LAEF ensemble mean/median 
and of ALADIN-AUSTRIA. More skill with ALADIN-LAEF can be observed than the 
forecast of ALADIN-AUSTRIA, the ensemble median performs the best.  
 

  
 
Figure 3. Comparison of CRPSS                                                         
of 12 h accumulated QPF between                                                                    
ALADIN-LAEF (in blue, BBSM),                                                         
the time lagged ensemble                                                          
of ALADIN-AUSTRIA (in blue);                                                                               
averaged CRPSS statistics over 
central Europe and a two-month 
summer period. 
 

-329-



 

 
 
 
Figure 4. Comparison of ETS of  12h 
accumulated QPF between ALADIN-
LAEF ensemble mean (in green), 
ensemble median (in blue) and 
ALADIN-AUSTRIA (in red); averaged 
ETS statistics over central Europe 
and a two-month summer period. 

 

 
7. Conclusions  
 
Experiments have been carried out with ALADIN-LAEF for answering essential 
questions related the LAMEPS on QPF. Answers can be given from the research: 
 
 The combination of the large scale perturbation from global EPS with LAM 

perturbation, which are consistent with the large scale forcing from LBC, is 
quite beneficial for the LAMEPS QPF.  

 Introduction of the surface perturbation improves the LAMEPS forecast. 
 LAM perturbation can outperform to the dynamical downscaling of global EPS. 
 LAMEPS adds more values to its driving global EPS. 
 LAMEPS has more skills than its high resolution deterministic LAM forecast. 
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1. Introduction 
 

Today, many weather forecast centers are capable of providing quantitative precipitation 
forecasts (QPF) based on numerical weather prediction (NWP) models.  Complementarily, global 
satellite precipitation retrievals provide quantitative precipitation estimations (QPE) that can be 
used for real-time monitoring or validation of QPF.  However, how much confidence do we have 
in these two informational sources? How accurate are they? and how consistent is between the 
two?  In this study, assessments of both a global QPE from a satellite precipitation product and 
corresponding global QPF from a global NWP model are conducted using available global land-
based gauge data.  We devise a scale decomposition technique, coupled with seasonal and spatial 
classifications, to evaluate these inaccuracies.  The results are then analyzed in context with 
various physical precipitation systems, including heavy monsoonal rains, light Mediterranean 
winter rains, and North American convective- and midlatitude cyclone-related precipitation.   
 
2. Global QPF and QPE datasets 
 

The National Center for Environmental Prediction’s (NCEP) Global Forecast System 
(GFS) is the U. S. operational global weather forecast model (Kanamitsu 1989; NOAA/NCEP 
Office Note 2003).  Figs. 1a and 1d display these 1-day GFS forecasts of 24-h accumulated 
precipitation for Northern Hemispheric winter and summer seasons (defined as October to March 
and April to September, respectively).   

Figures 1b and 1e show U.S. National Oceanic and Atmospheric Administration’s (NOAA) 
satellite data products, called CMORPH [Climate Prediction Center MORPHing technology 
(Joyce et al. 2004)], which provides 6-hourly precipitation amounts on a 0.25o  0.25o  grid for a 
near-global domain.  Fig. 1b and 1e show the resulting averaged 24-h precipitation amounts 
estimated by CMORPH for winter and summer seasons (defined above), respectively.  The 
CMORPH dataset comes from the IR-PMW merged satellite estimates.   

A set of global precipitation analyses based on ~7000 quality-controlled gauge stations 
around the world provided by the Global Precipitation Climatology Centre (GPCC) are used in 
this study.  The global distribution of these gauge stations can be found in Schneider et al. (2008).  
Figs. 1c and 1f show the gauge rainfall analyses for daily precipitation over the world’s 
continents averaged for winter and summer seasons, respectively, in parallel with the forecasts 
and satellite estimates in other panels.  Several potential problems associated with global rain 
gauge analyses are discussed by Ebert et al. (2007).  First, the gridded gauge data tend to have a 
relatively smooth field compared to actual point measurements.  Second, in mountainous areas, 
gauge observations tend to underestimate topographically forced precipitation amounts.  Third, 
analyses are not accurate over some parts of the world where gauge stations are sparse, such as in 
Africa and South America.  When verifying global NWP model and satellite-retrieved 
precipitation fields using the GPCC gauge analysis, we will take into consideration of the 
possible adverse effects presented by inaccuracies in our verification “truth”.   

 
3. How consistent between global QPF and QPE? 
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The averaged root-mean-square (RMS) errors computed for winter and summer seasons, 
respectively, are displayed on figs. 2a and 2b.  As expected, errors are typically large in heavy 
precipitation systems in the tropics and decrease towards higher latitudes.  For example, the 
discrepancy between forecasts and satellite estimates of precipitation in the Asian-Australian 
monsoon constitutes the largest precipitation errors in both seasons and can be as large as 15 
mm/day. Persistent errors (in the sense of occurring in both seasons) are also found for intense 
rain systems associated with large-scale flow convergence over the oceans, such as the inter-
tropical convergence zone (ITCZ) and the South Pacific convergence zone (SPCZ).  Scattered 
errors over both oceans and continents are conjectured to relate to convective storms, because 
they display seasonal variations.  For example, in the Northern-Hemispheric summer, the U.S. 
and China have relatively large errors, while in winter, these errors mostly occur in the Southern-
Hemispheric continents, particularly in southern Africa, Australia, and South America.  The RMS 
error between the GFS and CMORPH over the winter in Europe, particularly around the 
Mediterranean, although not large, poses another weather regime.  The model and satellite 
uncertainties involved in these light winter rains may be of different origins than those intense 
rain-producing weather systems mentioned above.   

It should be noted again that the errors displayed in Fig. 2 may arise from either GFS 
precipitation forecasts or CMORPH precipitation retrievals.  However, the fact that these 
discrepancies exhibit apparent distinctive seasonal, geographical, and storm scale-related 
signatures suggests that the errors that produce them may be separable and that their physical 
causes might therefore be analyzable.  To do so, we select several focused windows (various 
rectangular domains) in Fig. 2 to examine in greater detail what causes these verification 
differences. Within each window we use land-based gauge measurements as observational truth.    
 
4. Towards understanding of uncertainties in global QPF and QPE 
 

With the scale-decomposition technique discussed above, we can examine various types of 
rain-producing storms around the world.  In particular, we focus on seasonal precipitation 
forecasts and estimates rendered by the GFS and CMORPH over the various regions selected in 
Fig. 2a and 2b. 
 
4.1. Asian-Australian monsoon 
 

In the summer phase of the Asian-Australian monsoon, the Asian continent serves as a 
relatively warm source in comparison with surrounding oceans, so that monsoonal flows 
converge over land, especially over the Indian subcontinent, South China, and Southeast Asia.  
Precipitation associated with this feature can be considered to be at large scales.  Therefore, we 
use the 1000 km-scale wavelet filter to decompose the precipitation fields from GFS, CMORPH, 
and GPCC.  From examination of the monsoon region (figures are not shown), we can see that 
the GFS tends to over-forecast, and CMORPH tends to underestimate monsoonal rains when 
compared with gauge observations. For example, the GFS over-forecasts rainfall on the west 
coasts of India and Burma, Southeast Asia, the South China coast, Indonesia, and New Guinea, 
while CMORPH slightly underestimates in these areas.  This is verified in the scatter plots of Fig. 
8.  Comparing figs. 8 (c) and (d), one can see that for intense rainfall categories, such as those 
greater than 100 mm/month, there are more GFS events (points) than CMORPH events (points), 
and that these events tend to fall above the diagonal line for GFS and below the diagonal line for 
CMORPH.  CMORPH correlates with GPCC slightly better than GFS.  The correlation 
coefficients are not good overall for both model forecasts and satellite estimates.  One of the 
reasons for this may be density and representativeness problems with the verification gauge data.  
Because many rain gauge measurements in the monsoon region are located on small-island 
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countries, the 1o 1o  GPCC rainfall analyses may not provide a sufficient database for 
verification. 

In the winter phase, monsoonal flows converge over the tropical oceans and the northern 
portion of Australia.  For this case, in order to examine the details of the convective storms, we 
select a 200 km-scale wavelet to decompose the precipitation fields from GFS, CMORPH, and 
GPCC.  The corresponding scatter plots in Figs. 9(g) and 9(h) show the correlations between GFS 
and GPCC, and between CMORPH and GPCC.  A pattern similar to that of the summer large-
scale monsoon precipitation is seen here also; the GFS largely over-forecasts and CMORPH 
slightly underestimates the monsoon convective storms.  However, the overall correlation of both 
GFS and CMORPH with gauge observations has dropped significantly.  We speculate that 
significant spatial and temporal displacement errors of both model and estimates have become 
dominant at these small scales. 
 
4.2. North America extratropical and convective storms 
 

Over the North American continent, one can see from Fig. 2a and 2b that the GFS and 
CMORPH precipitation fields mainly diverge on the west and east coast in winter, and over the 
Central Plains in summer. These differences are likely related to storm track forecast errors in 
winter and to severe thunderstorms in spring and summer.  Therefore, we first applied a 1000 km-
scale wavelet to the winter precipitation fields from GFS, CMORPH, and GPCC.  Figs. 9(d) and 
9(e) show the corresponding scatter plots.  The GFS tends to slightly over-forecast winter 
extratropical storms as they move inland onto the west coast and as they exit off the east coast.  
The CMORPH fields, on the other hand, largely underestimate the precipitation for both land-
falling and exiting winter storms.  For this reason, the GFS surprisingly shows much stronger 
correlation than the CMORPH estimates. 

For summer convective storms, the wavelet decomposed precipitation fields at 200 km.  
The corresponding scatter plots are shown in 8(g) and 8(h).  As with the Asian monsoon, 
correlation coefficients drop significantly for both GFS and CMORPH when smaller precipitation 
scales are applied.  Here, however, it appears that both GFS and CMORPH have exaggerated 
precipitation related to convective activity in the U.S.  The GFS and CMORPH in the present 
study also both show strong signals for North American monsoon rainfall.  
 
4.3. Europe and Mediterranean rains 
 

During the verification period, Europe did not experience significant precipitation (northern 
Europe is excluded in the current CMORPH domain), except in the Mediterranean region.  
Mediterranean precipitation during winter typically consists of light and relatively uniform 
rainfall.  We consider these to be a result of large-scale precipitation systems.  The GFS performs 
reasonably well, with slight overforecasts in the Balkan Peninsula and in Ireland/England.  Fig. 
9(a) shows a fairly good correlation between GFS forecast and gauge analysis.  By contrast, 
CMORPH underestimates winter precipitation over all of Europe. In particular, it fails to capture 
precipitation over Ireland, the west coast of the U.K., and the Atlantic coast of Spain and 
Portugal.  In the Mediterranean region, CMORPH also underestimates winter rains.  These 
failures result in a large number of underestimates in comparison with gauge data, as shown in 
Fig. 9(b). 
 
4.4. South American large-scale tropical and terrain-induced rainfall and convective storms 
 

South America is another region where GFS and CMORPH showed significant differences 
in both seasons (Fig. 2).  To understand the cause of these differences, we examine large-scale 
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precipitation in the Northern summer (Southern winter) and convective storms in the Northern 
winter (Southern summer) over the South American domain. 

In Northern summer, most of South America is in their dry season.  Rainfall is mostly 
concentrated in the northernmost part of the continent, along the Equator, and along the southern 
tip of the continent near the Andes.   The scatter plots confirm this impression (Figs. 8e-8f).  
From the results, it is clear that the GFS tends to over-forecast rainfall both in the north and in the 
south along the Andes, while CMORPH estimates capture the tropical rainfall very well but 
underestimates the topographic rainfall along the Andes.   

During the Northern winter when much of South America is in their wet season, many 
convective storms are generated over the continent.  In the distributions of convective-scale 
precipitation, both GFS and CMORPH suggest tremendous convective activity and large amounts 
of rain produced by storms in the Amazon basin.  However, rain gauge analysis indicates modest 
rainfalls.  In addition, the rain gauge analyses exhibit a smoother pattern than either the GFS or 
the CMORPH fields.  This may indicate that there are not sufficient rain gauge measurements in 
the Amazon basin.  As a result, the scatter plots show a large number of over-forecasts and 
overestimates for convective events by the GFS and by CMORPH satellite retrievals [Figs. 9(i)-
(j)].  In particular, there is almost no correlation between the GFS forecasts and GPCC gauge 
analyses.  There is a slightly larger correlation between CMORPH and GPCC, possibly because 
CMORPH estimates are more sensitive to the larger stratiform rainfall areas.  In addition, the 
NWP model also tends to generate too much mountain-induced precipitation along the Cordillera 
(in the north) and Andes (in the south).  These topographic features are missing in the gauge 
analysis, possibly due to insufficient observations as mentioned in section 2.  
 
4.5. African tropical and savanna rains 
 

Over much of Africa, rainfall is a part of the ITCZ, which migrates north and south relative 
to the Equator with the change in seasons.  The decomposed large-scale precipitation features for 
Africa during the Northern summer showed that on both sides of the tropical rains, there are two 
dry areas with virtually no precipitation.  The northern portion of Africa (the Sahara Desert) is 
located in the subtropical-high belt, where rain is scarce year-round. The southern portion of 
Africa is largely savanna plain where Northern Hemispheric summer is the dry season. 

Compared to gauge analyses, the GFS forecasts large-scale rains reasonably well, with 
some intense rains (over 300mm/month) being underforecast and others overforecast [Fig. 8(a)].  
The CMORPH, on the other hand, shows problems for the African large-scale tropical rains.  
First, it overestimates rain area, so that there are many light-rain events above the diagonal line in 
Fig. 8(b).  Second, the CMORPH does not capture intense rain areas, so that there are many 
heavy-rain events situated below the diagonal line in the figure. 

African savanna rains appear in the Northern-Hemispheric winter, but disappear in the 
summer, in the southern portion of Africa (figure not shown).  In the wet season, thunderstorms 
produce heavy rainfall over the savanna.  The gauge rainfall analyses are quite smooth.  In fact, 
there are more similarities between the GFS and CMORPH than between either one and the 
GPCC.  This may again reflect the problem of insufficient rain gauge observations over this 
region.  As a result, the scatter plots show that both GFS and CMORPH inflate the rain areas and 
intensity relative to gauge observations, and the correlation scores are extremely low [Figs. 9(e)-
(f)].  

 
5. Conclusions 
 

We first computed RMS error between global QPF against a set of satellite-based global 
QPE on a daily basis.  The results identified the areas where large differences exist.  In order to 
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determine the origin of these differences, we compared both to a set of global gauge analyses.  
Table 1 summarizes our findings. 

In general, both GFS forecasts and CMORPH satellite estimates capture the large-scale 
precipitation systems better than they do convective-scale storms (see Table 1).  However, the 
satellite estimates are slightly better at handling (with marginally better correlation scores) the 
convective-scale precipitations than the NWP model.  This may reflect the fact that the model’s 
convective parameterization generates storms with significant spatial displacement and temporal 
phase errors.  The model has a tendency to over-forecast precipitation for both large-scale and 
convective-scale storms, while satellite retrievals tend to underestimate intense rainfall amount 
but to overestimate stratiform-rain areas.  CMORPH precipitation analysis also appears to present 
problems along coasts, where it tends to underestimate precipitation amount and fails to distribute 
the rain area deep enough over land.   This may indicate an effect of surface emissivity 
differences over the ocean and land, to which satellite retrievals are typically subject. 

The above results are based on the verification of the NWP model and satellite precipitation 
fields against the GPCC gauge analyses, which are treated as observational “truth”.  From Table 
1, we see that in regions of dense gauge data available, global model QPF tends to outperform 
satellite-retrieved QPE.  This is especially true for large-scale precipitation systems in North 
America and European-Mediterranean regions.  However, in several cases studied, such as in the 
South America and Africa domains, the correlation scores for GFS or CMORPH precipitation 
fields with GPCC analyses were extremely low.  We conjecture that these problems are related to 
the uncertainties in the verification data itself.  It is well known that gauge measurements are very 
sparse in the Amazon River basin in South America and in the savanna plain in Africa (Schneider 
et al. 2008).  Therefore, it is not surprising that in these situations the model and satellite are more 
similar than either to gauge analyses.  The possible problems involved in the gridded gauge 
analyses are summarized in Table 1.   Further investigations for these cases or areas with better 
verification datasets are recommended.   
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Fig. 1: The global distributions of averaged daily precipitation (unit: mm/day) for winter (left 
column) and summer (right column) seasons.  (a) and (d) are the 1-day forecast fields from the 
GFS,  (b) and (e) are 24-h estimates from CMORPH, and (c) and (f) 24-h analyses from GPCC. 
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Fig. 2: The global distribution of averaged root-mean-square error (unit: mm/day) between GFS 
and CMORPH for (a) winter and (b) summer, respectively.  The rectangular boxes are the 
selected focused regions for the further analyses.  
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Fig. 3: Scatter plots showing the correlations between (a) GFS and GPCC (Africa, 1000-km 
scale),  (b) CMORPH and GPCC (Africa, 1000-km scale), (c) GFS and GPCC (monsoon, 1000-
km scale), (d) CMORPH and GPCC (monsoon, 1000-km scale), (e) GFS and GPCC (South 
America, 200-km scale), (f) CMORPH and GPCC (South America, 200-km scale), (g) GFS and 
GPCC (North America), and (h) CMORPH and GPCC (North America, 200-km) for monthly 
averaged precipitation. 
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Fig. 4: Scatter plots showing the correlations between (a) GFS and GPCC (Mediterranean, 1000-
km scale),  (b) CMORPH and GPCC (Mediterranean, 1000-km scale), (c) GFS and GPCC (North 
America, 1000-km scale), (d) CMORPH and GPCC (North America, 1000-km scale), (e) GFS 
and GPCC (Africa, 200-km scale), (f) CMORPH and GPCC (Africa, 200-km scale), (g) GFS and 
GPCC (Monsoon, 200-km scale), (h) CMORPH and GPCC (Monsoon, 200-km), GFS and GPCC 
(South America, 200-km scale), (h) CMORPH and GPCC (South America, 200-km) for monthly 
averaged precipitation. 
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Table 1: Summary of verification results for global QPF and QPE for selected storm types, 
domains, and seasons. 
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Multiscale Spectral Structures of Tropical Rainfall over 
Maritime Continent Simulated by NRCM  

and Observed by Satellites 
 
Hsiao-ming Hsu, Joseph J. Tribbia, and Mitchell W. Moncrieff  
National Center for Atmospheric Research  
 
Tropical circulations are strongly affected by tropical convection, and heat released by producing 
rainfall is the primary energy source. In this investigation, the tropical rainfall obtained from 
numerical experiments of different resolutions and retrieved from satellite observations are 
analyzed spectrally in both space and time. In addition to diurnal and intraseasonal peaks, 
temporal and spatial power-law scaling of different exponents are revealed and discussed. The 
temporally averaged spatial spectra show smooth spectral transitions from steep exponents at 
high wavenumbers to gentle exponents at low wavenumbers, representing a fundamental change 
in statistical structures from non-stationary processes at small scales to stationary processes at 
large scales. For analyzing the time evolution of spatial variances wavenumber by wavenumber, 
the spatial exponent spectra are generated, and the high- and low-frequency exponents of the 
temporal spectra behave differently between the low- and high-wavenumber ranges. For the low-
wavenumber range, the low-frequency exponents are gentler than the high-frequency ones, and 
they tend to reach exponents between -1 and -2. However, for the high-wavenumber range, they 
tend to be a constant around -1.5 for the scale less than 100 km. Although there are a few 
quantitative differences between the modeled and the retrieved, essential spectral structures are 
quite similar. Thus, the tightly coupling of tropical rainfall in both time and space is 
demonstrated, and implies that rainfall/convection and circulation in the Tropics is a non-
separable system in scales. 
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Regime-dependent forecast uncertainty of convective precipitation  
 

Christian Keil and George C. Craig 
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Email: Christian.Keil@lmu.de 
 
 
1. Introduction 
 
 Predictability, or forecast uncer tainty, can be addressed with ensemble 
techniques (Kalnay 2003). While ensemble  prediction systems (EPS) are wel l 
established at synoptic-scale medium range weather forecasts (see. e.g. Molteni et  
al. 1996), the design of short-range conve ction-permitting EPS is difficult due to the 
poor knowledge of the mechanisms promot ing rapid error growth, the various  
sources of uncertainty and limited computing resources (Kong et al 2006). Recently, 
a first step towards a convection-permitting EPS (employing  a horizontal grid 
spacing of 2.8 km) was done at Deutscher Wetterdienst (DWD) by following a multi-
boundary and multi-paramet er approach taking into acc ount uncertainties  in the 
lateral boundary conditions and model physics (Gebhardt at al. 2010). 
 Forecast uncertainty of convective precipitation is influenced by all scales, but 
in different ways in different meteor ological situations. Done et al. (2006) 
investigated the dynamical role of t he synoptic and mesoscale environment in 
controlling the local c haracteristics of c onvective precipitation a nd propose d two 
different regimes. During forced (or equilibrium) convection the amount of 
precipitation is controlled by the large-scale producti on of Convective Available 
Potential Energy (CAPE). In the second, local-forced (or non-equilibrium) regime,  
CAPE is available, but the extent to which it produces convection and precipitation is 
restricted by the availability of tri ggers sufficient to overcome a convective inhibition 
energy (CIN). Triggers include boundary layer convergence regions or local maxima 
in temperature or moisture. Since these are typically driven by local orographic or 
surface flux variability, they may be hard to predict, even if the large-scale 
meteorological situation is known. 
 These distinct meteorological regimes can be identified by considering a ti me 
scale of convective adjustment c  (Done et al. 2006). This scale is an estimate of the 
rate at which CAPE is  being consumed by convective heating. If the convective time 
scale is only a few hours, and thus short co mpared to the time scale over which the 
large-scale environment evolves (say 1 day) the convection will remove CAPE as  
fast as it i s created, and the rate of creation of C APE controls the amount of 
convection. On the other hand, if the convective time scale is similar to, or longer  
than, 1 day, convection is acting too slowly to remove the CAPE, and there must be 
local factors controlling its rate. 
 The goal of this study is to identify a regime-dependent forecast uncertainty of 
convective precipitation using t he conv ection-permitting COSMO-DE-EPS covering 
a 9 day period during the COPS field campaign (Convective and Orographica lly 
induced Precipitation Study, Wulfmeyer et al. 2008). Our hypothesis is that forced-
frontal convective precipitation associ ated with synoptic weather patterns may be 
predictable for several days and i s primarily governed by lateral boundary conditions  
in limited area models. In contrast, single convective cells developing during air-
mass convection situations, which of themselves are predictable only for a matter of 
hours, are frequently triggered by local, small-scale pr ocesses enforced e.g. by 
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mountain ridges and are anticipated to reac t sensitively to changes in the model 
physics. 
 
2. Tools and ingredients 
 
2.1 The convection-permitting ensemble 
 The high r esolution e nsemble pr ediction sy stem COSMO-DE-EPS is based 
on the operational, deterministic COSMO- DE model (Baldauf et al. 2006) with a 
horizontal resolution of 2.8k m and 50 vertical levels up to  30 hPa. It i s put in 
ensemble mode by combining lateral boundary conditions of four different globa l 
models with five variations of physical param eterizations for a total of 20 ensemble 
member forecasts. The di fferent lateral boundary condit ions stem form the COSMO-
SREPS ensemble (Marsigli et al. 2008) a nd comprise the global models  of the 
European Centre for Medium Range Weather Forecast (ECMWF, member 1-5), the 
GME model of DWD (m ember 6-10), the GFS syste m of  the National Center of 
Environmental Prediction (NCE P, member 11-15) and the Unified Model of the UK 
MetOffice (member 16-20). The five physi cs perturbations are accomplished in a 
non-stochastic and uniform approach by vary ing exactly one parameter for each 
perturbation (Table 1). These parameters are chosen to maximiz e the variability of 
convective precipitation. The COSMO-DE -EPS is sta rted daily at 00 UTC with a 
forecast range of 24 hours. Note that COSMO-DE-EPS is  still experimental and the 
setup used for this study does not represent the current status. 
 Here COSMO-DE-EPS fields of synt hetic radar reflectivity at 850 hPa  
pressure surface are used as a proxy for precipitation intensities and to assess 
forecast quality employing radar observations.  In COSMO-DE synthetic reflectivities  
are calculated with a forwar d operator using information  from the hydrometeor 
distribution of rain, snow and graupel at ev ery grid point. The fo recast quality is  
computed hourly 15 minutes after the full hour due to data availability. 
 
2.2 Observation data 
 Forecast quality is v alidated us ing ho urly instantaneous radar data of the 
European Composite. It is provided by DWD and covers an area of 1800km x 
1800km over Europe. Here, a subdomai n of southwestern Germany and 
northeastern France c entered over the COPS obs ervation region is evaluated. The 
European radar composite delivers instant aneous radar intensities given in six 
reflectivity classes (7, 19, 28, 37, 46, 55 dBZ) on a horizontal grid with a resolution of 
2km x 2km. 
 
2.3 The convective time scale 
 The convective adjustment time scale c used in this study is defined by Done 
et al. (2006). The rate of change of CAPE d ue to release of latent heat is estimated 
from the rainfall rate iR and we may derive the following expression for :  c

c dCAPE
Rdt

CAPE CAPE
0.045 i

  
  

A threshold value of  convective time scale c  must be identified to distinguish 
between equilibrium and non-equi librium convection.  Done et al. (2006) suggest a 
typical synoptic time scale would be a day or more. Over land, changes in forcing 

-343-



associated with the diurnal cycle are likely to be imp ortant, so  a shorter threshold 
time scale  of around 6 hours is used in this study (as in Molini et al. 2010). c
 
3. Results 
 
 Forecasts of COSMO-DE-EPS are continuously available from 8 to 16 August 
2007 covering various  meteorological situati ons during the COPS  field exper iment. 
Here an examination of t he entire period apply ing the c onvective adjustment time 
scale to identify regime-depend ent forecast uncertainty is shown. A detailed case-
study on the meteorological conditions during IOP15 on 12 August and an inspection 
of the forecast performance of the ensemble members as  seen by stamp maps and 
two scores highlighting the di fferent flow regimes that day i s presented by K eil and 
Craig (2010). 

 
 
Figure 1.  Time series of the ensemble mean total precipitation (solid line) and the mean 
convective time scale averaged over the COPS domain shown in Fig.1 for the entire 
period from 8 to 16 August 2007. 

c

 
 In Figure 1 the time series of the m ean total precipitation in conjunction with 
the mean convective time scale  averaged over the 360 x 360 km 2 COPS region is  
displayed. The period can be split in di fferent episodes: from 8 to 10 August the 
situation is  dominated by st rong precipitation in tensities and small convectiv e time 
scales due to a prevailing upper-level tr ough across central Europe leading to an 
easterly flow in the COPS region. On 11  August the fl ow pattern changed and the 
next 3 days (12-14 A ugust) are characteri zed by small mean precipitation amounts 
and a predominantly  large mean convective time scale indic ating weakly forced 
conditions at the synoptic scale. On t he l ast two days (15 and 16 August) the 
meteorological conditions were predom inantly governed by synoptic-scale 
disturbances crossing the COPS region.  
 The behav iour of the mean frequency bias score (FBI) and its spread is 
condensed in Figure 2 showing the scatter di agram for the entire period. Here, the 
convective time scale is used to stratify the data points  into locally forced situations 
( > 6h, open circles in Fig.2) and forced-frontal situations (c c < 6h, dots in Fig.2). 
Overall, both flow regimes can be separated fairly well. During the locally forced 
regime the mean FBI is characterized by low mean FBI (FBI < 0.3) and high s pread 
FBI. On the other hand, the synoptically forc ed regime is characterized by higher  
mean FBI and lower spread FBI . Seen by the c onvective time scale perspective, we 
may revisit the meteorological int eresting conditions including the regime change on 
12 August. These data points are highlight ed in Figure 2. During the late afternoon 
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triggered convection conditions prevailed, c haracterized by a strong sensit ivity on 
the physical perturbation, and hence showing a large forecast uncertainty (low mean 
FBI and large spread FBI). This is confirmed by the convective time scale attaining 
values larger than 6 hours, as is typical for locally forced, triggered convection 
meteorological regimes. In the l ate evening and at night the approaching surface 
cold front accompanied by precipitation causes a regime change. Now, the rainfall is  
less sensitive to the physical perturbations, t hat is, the precipitation forecast exhibits 
a smaller uncertainty, and the convective time scale attains values less than 6 hours, 
typical for synoptically-forced situations. 
 

 
Figure 2.  Scatter plot of the mean FBI (any symbol is the average over the same driving 
model or the same physical perturbation) versus its spread FBI for the entire period. The 
open circles denote the values when the convective timescale is larger than 6h indicating 
the triggered convection regime, the dots the values when the timescale is less than 6 hours 
indicating equilibrium conditions governed by synoptic-scale forcing. The red circles indicate 
values for 12 August and a timescale larger 6h, while the blue diamonds the values on that 
day when the timescale is less than 6h. 
 
 
4. Conclusions 
 
 First results of the convection-pe rmitting COSMO-DE-EPS system allow for 
an examination of the forecast  uncertainty of convective precipitation during a nine 
day period during the COPS field cam paign in August 2007. Two distinct 
meteorological regimes can be distinguished depending on t he control of convection 
as measured by the mean and spread FBI and t he convective adjustment time scale. 
Firstly, during triggered convection situatio ns the precipitation forecast of COSMO-
DE-EPS reacts sensitively to changes in the model phy sics, and the convective time 
scale attains values of mo re than a few hours (here a threshold of 6 hours was  
selected). Convective precipitation is primarily gover ned by loc al process es like 
orography or boundary layer phenomena leading to a large forecast uncertainty. 
Secondly, during forced-frontal convection si tuations, the precipitation is c ontrolled 
by synoptic forcing that is determining the creation of instability. This regime is  
characterized by short convective time scales. 
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 Currently a re-forecasting project us ing the COSMO-DE-EPS for the entire 
summer 2009 is underway at DWD. It is  planned to apply the presented 
methodology on this large data se t. In future it is planned to examine the potential of  
the convective adjustment time scale as  a quantity to construct a flow-dependent  
convection-permitting EPS directed towards adaptive ensemble modeling. 
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1. Introduction

Forecasting severe convection and quantitative precipitation in NWP is a major chal-
lenge. The current conventional approach of parameterizing convection has had only
limited success. The alternative approach using higher resolution models which allow
convection to be explicitly resolved is costly. Further, such high resolution models are
usually used only over small areas, nested inside coarser resolution models which do not
explicitly resolve convection. The mismatch of the grids and the model physics at the
boundary of the limited-area fine resolution model can be a major source of model error.
To overcome this difficulty, we have developed a variable grid, fine resolution, limited
area numerical model. The variable resolution model has been tested for a number of
events with the grid size varies smoothly from coarse resolution at the outer bound-
aries to a uniform 1.5 km in the interior of the domain. This will replace our exiting 4
km resolution NWP model and become the Met Office new NWP operation forecasting
model. Here we will describe our new variable resolution NWP model configuration,
and present some test results using this variable grid model compared with conventional
nesting model.

2. Model description

The Met Office horizontal variable resolution UM shares the dynamical core with the
regular resolution UM. However the horizontal grid spacing is no longer uniform. Instead
we have designed a variable resolution grid which varies smoothly from a high resolution
area in the interior domain to a coarse resolution outer domain. The whole model domain
is divided into three regions. The inner high resolution uniform resolution region, the
outer coarse resolution region, and in between is the transition zone (see Figure 1. In
this variable resolution transition zone, the grid varies smoothly from fine resolution
in the middle to coarse resolution toward the the outer boundaries in each direction.
As described by Davies (1983), amongst several other works, a smoothly-varying grid
can help to avoid the numerical errors introduced by the variable grid structure, such as
local flow distortion and degradation caused by the resolution increase, or wave reflection
caused by the spurious group velocity change due to the resolution change.

1
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Figure 1: A schematic picture of a variable resolution grid (L) and model domain (R).

In each of the horizontal dimensions (see Figure 1), we define a uniform fine resolution
area in the middle, with a grid length ∆s. The grid length is then stretched at a constant
stretching (or inflation) factor r, that is ∆si+1 = r∆si. until the grid size ∆s reaches
its desirable coarse resolution length. We then extend the domain to a further uniform
coarse resolution region in the outer domain, as described in Cote et al. (1998). This
is a very effective way to stretch the grid, for each successive doubling of resolution,
only ln2/lnr number of points is needed. Typically, if r = 1.1, a 1 km fine resolution
domain in the middle, and a 14-point variable resolution zone, so that the resolution is
stretched to 4 km. Four model domains were used in this study; UKV (Met Office UK
variable resolution model), UV1p5 (1.5 km high resolution model domain in the 1.5 to 4
nested model, which is also the inner domain of UKV), UV4 (4 km UM model, which is
the same size as UKV and provide boundary values for UK1p5) and UVR (The nested
model system comtains UK1p5 and UK4)

3. Cases studies

A variety of cases were run, including some very strong sharp frontal systems (08 Jan
2008 and 17 June 2009 ), and some weak scattered shower events (14 Apr 2008). Each
run was for 18 forecasting hourr. As expected, in all the cases we studied the UKV and
UK1p5 produced very similar results over the UK1p5 domain. Both models shared the
same dynamic core and both have a better representation of the orography and land-sea
contrasts than UK4. In Figure 2(a) we plot the area-average rainfall rate over the UK1p5
domain as a function of the forecasting time averaged over all 16 runs. The UK1p5 and
UKV model data are first aggregated onto the 4 km model grid. The general agreement
between the three models is very good. As explained by Lean et al. (2008), we should
expect all models to start with a very small rainfall rates at T + 1 then increases to
T + 6 as the explicit convection spins up. However, the rainfall rate values at this stage
are normally too high, which is a well known over-shoot problem. It is clear that the
UK4 model over-shoots more; as its rainfall rate is more than 10% at the peak hours
than UKV and UK1p5. Figure 2(b) shows the number of cells as a function of rainfall
rate threshold (mm/hr) over the UK1p5 domain averaged over all cases. There are
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Figure 2: (a) Domain-averaged rainfall rate over the UK1p5 domain from all 16 runs. (b)
Cell numbers as a function of rainfall rate threshold (mm/hr) over the UK1p5 domain
averaged over all cases. The UK1p5 and UKV model data are aggregated onto the 4
km grid. The solid lines are from the UK1p5 model, the long-dashed lines are from the
UKV model and the short-dashed lines are from the UK4 model.

significant difference, as much as 50%, between the models, especially at the lower end
of the rainfall rate threshold. This discrepancy is again mainly caused by the spin-up
issue combined with boundary updating in UK4 model. When we compare UK1p5 and
UKV, both figures show very good agreement, but there is a slight systematic bias.
That is UKV produces more rain at the beginning of the forecasting hours, and more
cells at the lower end of the rain-rate threshold. In Figure 3 we show the accumulated

Figure 3: Total rain amount over the 18 hours forecasting period for a 17 Jun 2009 case
in the west of UK1p5 doamin. from UK1p5 (left) UKV (middle) and UK4 (right).

rainfall amount over the forecasting period from the south west of the UK1p5 model
domain for a secific case (17 June 2009). Although for a large part of the model domain
all models produce similar results, we can see that there are discrepancies mostly along
the western inflow boundary area of the UK1p5 domain. UK1p5 has less rain cells and
the rain cells are more streaky in shape while the representation of rainfall is better in
UKV. To examine this further, Figure 4 shows the meridional averaged rainfall amount
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Figure 4: Meridional average total rain amount over the 18 hours forecasting period for
17 Jun 2009 case. The solid line is from 1.5 km UK1p5 model, the dotted line is from
the UKV model and the dashed line is from UK4.

across the model domain.

Figure 5: Surface rain rate at T+6 forecasting time for 08 Jan 2008 case in the south
west of UK1p5 doamin. The left and middle panels are from the nested 1.5 km UK1p5
model, the left one with hourly boundary updating and the middle panel with 30 minutes
boundary updating. The right hand side panel is from the UKV model .

Next we consider a case (Jan 08 2008) when a strong cold front crossed from West
to East in the evening with strong and sharp line convection. All models show similar
representations of the front, and when compared with radar observations, the represen-
tation of the line convection is remarkably good. In Figure 5 we show the forecasting
rainfall rate at T+6 hours. While all models are similar overall, there are some visible
differences. For instance, the (cold) frontal lines in the fine resolution models UKV and
UK1p5 are thinner and sharper, and the streaky structures typically associated with
the cold front are more pronounced. Also, the boundary updating in the nested model
has a profound effect on the spin-up of the frontal line structure.
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4. Summary and discussion

We have described a variable-grid, fine-resolution, limited-area numerical model, with
an initial aim to obtain an improvement in the operational forecasting of convective
initiation and precipitation. All models capture the main features well, such as the
initiation of the convective storm initiation and the frontal line convection. But when
significant differences do occur, it is mainly in the area of the inflow boundaries, and
in the showers initiated behind the frontal system. Here the UKV model is particularly
superior because, as noted above, it can be regarded as a closely coupled two-way nested
model with boundary updating at every time step, while the smooth transition between
the inner high resolution area and the outer region in effect enlarges the region of validity.
In addition UKV does not need the large data transfer associated with the boundary
forcing in conventional nested models. Consequently, we expect the adoption of UKV
to lead to a positive impact on convective initiation, especially for convergence lines and
advecting showers.
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1. Introduction 

 
The current state of the art in numerical models for weather prediction and the 
accessibility of computing power makes it possible to a larger meteorological 
community to obtain, run and produce high resolution forecasts. These 
forecasts are only limited by computed power and initial conditions, whereas 
papers about their quality can be found in the literature. From parameterization 
to explicit schemes in convection, still more computing is needed as well as 
nested domains into mesoscale models. The National Weather Service of 
Argentina has been running operationally a 30km resolution ETA model since 
2003 and a nested non hydrostatic 10km one since 2006. The later is only 
available in 10°x10° box centered on high density and rich region of Argentina 
where high precipitation events are frequent. Non explicit convection model 
schemes are run at this center in operational basis although some attempts are 
performed in experimental mode. 
 
Following the increase in resolution of global models is the intention over the 
next year to migrate from the hydrostatic 30km resolution ETA model, to a 10km 
version of the same model but run in non-hydrostatic mode over the whole 
domain of responsibility of the Argentine National Weather Service (RCMS 
Buenos Aires), that is from 90W to 30W, and from 65S to 20S. The 
performance of the operational ETA/SMN model has been evaluated over the 
last years and it resulted satisfactory in reproducing synoptic scale features, 
some local characteristics (sea breeze), as well as thermodynamic state of the 
atmosphere in general. Parameters such as precipitation, maximum and 
minimum forecasts among others have shown good results (Ciappesoni 2005, 
Suaya 2009). Feedback from forecasters has been encouraging although in 
general regarding precipitation a dry bias is observed, in particular for high 
precipitation seasons.  
 
More detailed on the forecast provided and guidance is on demand. In 
particular, focus is on mesoscale systems where high precipitation is frequently 
observed and is usually underforecast by the 30km ETA model resolution. For 
example the number of days with 50mm totals or more for Buenos Aires city is 
on average for the summer (December to March) of 1-2 days per month. In 
Spring there’s also a secondary maximum explained by the circulation present 
in this time of the year which favors the formation of storms (i.e. cold 
atmosphere and insolation). High precipitation rates over the city can easily 
result in flooding, with all the inconveniences it can bring in a large city. 
 
What we can expect from a 30km resolution forecast model is to reproduce 
accurately the large-scale environment that feeds the convective storms but by 
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itself it is incapable of providing specific, detailed guidance on the timing and 
location of precipitation or the type and characteristics of the systems that 
produced the precipitation (Xue et al. 2001, 2003). In that sense it’s the purpose 
of this study to assess qualitatively the benefits of a 10km and non-hydrostatic 
model in comparison with the coarser resolution one. Following Weisman 
(2008), one approach to asses the benefits of higher resolution models is to 
address the climatological behavior of the convection. In that sense on the 
following sections some results of frequencies, monthly totals and systems 
evolution in terms of precipitation will be discussed. No attempts are made to 
match forecasts with observation on the strictly sense to avoid the discussion of 
resolution issues. It’s left for later papers to discuss verification statistics more 
rigorously and objectively. 
 

2. Data and results 

 
Only daily precipitation totals from the observational network available at the 
Argentine National Weather Service (NWS) database is used. This data 
undergo consistency checks on operational basis and on differed mode. The 
models to be analyzed are those operative at the NWS, which are the Regional 
ETA/SMN, 30km horizontal resolution, 38 levels in the vertical. It is run in a 
hydrostatic mode with parameterized convection (Betts-Miller-Janjic scheme). 
This model is nested to the Global Forecast System model (NCEP) of the same 
cycle. The High Resolution model is run in a non-hydrostatic mode and with a 
10km horizontal spacing and is nested to the Regional ETA/SMN model. The 
domain of 10km model is a 10°x10° box centered on high density and rich 
region of Argentina (called Pampa), Uruguay and part of Brasil where high 
precipitation events are frequent. No other differences in configuration between 
models are present. Only the 12–36h forecast period based on the 0utc cycle 
was used for the model precipitation data to avoid spinup and overlapping 
model forecasts.  
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Figure 1: Relative frequency of days with precipitation observed, forecasted by the 
Regional Model (30km) and the High Resolution model (non hydrostatic, 10km) for the 
categories 1,20,...60mm. February 2009 on the left and 2010 on the right 

 
 
The climatological character of the convection during the experimental period 
can be summarized in the graphics of Figure 1, which show for each month the 
number of observations with precipitation between the selected categories, 
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normalized by the total number of days with precipitation (no precipitations 
points are not considered). The model forecasts were taken from the nearest 
point. We can see for all cases that both models represent the monthly 
frequency of observed precipitation, with maximum frequency in the 20 to 
40mm and a sudden drop to the 60mm and higher categories. For almost all the 
month and categories analyzed, the high resolution adjusts better to the 
observations. In Table 1 the extreme categories are presented showing that the 
total number of cases with high precipitation is better represented by the High 
Resolution model while the Regional model clearly shows a dry bias above 
100mm.  
 
Table 1: As Figure 1 but for the total number of cases observed during the two summer 
seasons considered for the highest precipitating categories.  

 Category OBS High 

Resolution 

Regional 

ETA/SMN 

100 37 28 0 

120 14 6 2 

140 9 0 0 

160 6 0 0 
 

 
 
In terms of monthly totals, both models represent the same precipitation 
patterns, but the high resolution model can attain higher values when a 
convective month is present. One of such example is shown in Figure 2, where 
we can appreciate differences of more than 200mm between models, and 
comparing to the observations the high resolution has the best fit, while the 
Regional ETA/SMN model under forecasted significantly the monthly totals. 
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Figure 2: Monthly precipitation totals of 12-36hs forecast from the Non Hydrostatic High 
Resolution forecast ETA model (left) and Regional ETA model (center), and observed 
(right) for February 2010 

 
 
Looking into daily totals we can see that the differences observed in Figure 2 
come from particular days where high precipitation was forecasted and 
observed (Figure 3).  
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Figure 3: Non hydrostatic High Resolution forecast (left) and Regional ETA model 
(center ) for February 2nd, 2010. Observed precipitation on the right. 

 
 
From the 8 months analyzed (summer 2009 and 2010), only those months with 
high precipitation events show discrepancies between models. Studying the 
monthly totals and comparing to the observations, no significant wet bias 
(indicating false alarms) stands out for neither model. 
 
From the 265 days analyzed only 37 (14% of cases) presented significant 
differences between daily forecasted precipitations. In general these differences 
where in terms of intensification and in most cases between the categories 40-
80mm. Comparing these cases with observations we se that High Resolution 
model performed significantly better than the Regional Model (25 cases against 
12 cases), and in terms of location both models have similar skill. The 
difference in intensity for all cases is also shown in Figure 4 (right) where we 
can see the highest difference in the 20mm bin, indicating that the High 
resolution model might result in wetter forecasts than the Regional model, at 
least in the higher precipitation amounts. 
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Figure 4: Graphics showing statistics of the comparison between the two 
configurations of the ETA model considering only those cases where significant 
difference on daily accumulated precipitation or location of systems was observed 
(subjective and visual selection). On the right, number of cases where Intensity or 
System Location performed better for each model, and on the left difference in 
maximum precipitation (High Resolution Model minus Regional ETA/SMN Model) for 
every meteorological system present on the selected days. 
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3. Conclusions 

 
The 30km resolution ETA/SMN model was compared with 10km and non 
hydrostatic one in terms of their climatology in the high precipitation categories 
to asses the value added with later. Results show significant differences 
between models. In particular the High resolution model shows ability in 
activation the convection that results in higher precipitation amounts when 
convective systems where present. Both resolution and hydrostaticity might play 
a significant role in activating convection, which cannot be assessed in this 
study but it can be inferred that hydrotaticity plays a major role in intensifying 
the system (as shown figure 3). 
 
The value added with the high resolution model was subjectively evaluated, 
showing that much improvement could be obtained in the forecasts. Better 
performance in all precipitation categories was shown but in particular in higher 
bins. When dry conditions are present both models have similar skills.  
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1. Introduction 
 
The TIGGE (Thorpex Interactive Grand Global Ensemble) project was designed to 
encourage research to determine the advantages of merging ensemble forecasts from 
different centers. Most verification studies using the TIGGE database have so far 
focused on the evaluation of upper air variables with respect to gridded analyses.  For 
example Park et al (2007) looked at the performance of the models in terms of 
geopotential height at 500hPa and temperature at 850hPa. Johnson and Swinbank 
(2009) discussed the advantages of model combinations using geopotential height at 
500hPa and mean sea level pressure. They also considered 2m Temperature in their 
evaluation, but still with respect to analysis data.  Yi He et al (2008) studied the benefits 
of multimodel ensembles in a hydrological context and more recently Froude (2010) 
compared the performance of the ensemble systems when used for tropical cyclone 
forecasts.  In general, these studies show that improvements in probabilistic forecasts 
can be obtained from combined ensembles compared to single model ensembles, 
especially if the models used in the combination are of relatively high quality, but the 
magnitude of the improvement has not been found to be large. 
 
We have been using the TIGGE database to try to answer the question of the benefits 
of combined ensembles for a long-period sample of precipitation forecasts. The main 
goal of this work is to try to answer the TIGGE question posed above in a more user-
friendly way, which is by comparing directly with surface observations rather than 
analysed data. This approach has the advantage that no model dependence is 
introduced into the verification dataset. This is particularly important when comparing 
the quality of several different systems since none of the systems is given an unfair 
advantage or disadvantage compared to the others by use of truth data which has been 
processed using one of the candidate models. Furthermore, exactly the same data is 
used for the verification of all the ensembles.  We also wish to obtain as representative 
a result as possible, by using a long time period for the model evaluations. 
 
We emphasize at the outset that this is a work in process.  The results presented below 
are samples recently obtained, and we continue to analyse the results and to carry out 
further experiments using different verification measures, and for different regions.  
Most of the work has so far been done for Europe where a dense network of rain gauge 
observations is available, but efforts are underway for Canadian stations, and other 
regions will need to be evaluated before the TIGGE question is fully answered.  The 
methodology and data are described in the next section, followed by sample results, 
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and some preliminary interpretation of the results.  More results will be presented at the 
meeting.  
 
2. Verification methods and data 
 
One year of ensemble forecasts from 7 of the 10 ensembles in the TIGGE database 
was used in this study. A simple criterion based on model availability was adopted to 
select the seven ensembles. They are ECMWF (ECMF), JMA (RTJD), UKMO (EGRR), 
NCEP (KWBC), CMA (BABJ), CMC (CWAO) and BoM (AMMC). A comprehensive 
model description can be found on the TIGGE portals (http://tigge.ecmwf.int) and in 
Park et al. (2008). The ensemble forecasts were interpolated to a common 1x1 degree 
grid in order to have a uniform dataset with the same number of grid points. 
 
For the European region verification, observation data was obtained from European 
meteorological offices and consists of high spatial density networks of both synoptic and 
climatological stations. The data are quality controlled and were upscaled to the 1 by 1 
degree grid by computing averages over gridboxes.  Since the observation network is 
sufficiently dense, gridbox average precipitation values were computed and used in the 
verification only if there were at least 9 observation sites in the gridbox.  Further details 
of the upscaling method are described in Ghelli and Lalaurette (2000) and Cherubini et 
al. (2002).  The advantages of this method for verification are that there is no model 
information used in the observation data processing and that the observation data 
retains its local characteristics, while the upscaling removes sub-grid scale information 
that cannot be represented in the models. The verification focused on 24h precipitation 
accumulations, for the year Oct 1, 2007 to Sept 30, 2008. 
 
For the Canadian verification, rain gauge observations were obtained from 20 first order 
widely- spaced stations.  With this data, we are lucky to have one station in a 1x1 
degree grid box, and so the verification necessarily becomes a single-station verification 
with the observations matched to the forecasts at the nearest gridpoint.  This is 
equivalent to estimating the grid box average precipitation using one observation, and 
so is consistent with the method used for the European data.  However, there is no 
upscaling, so the verification is a more absolute and severe assessment of the quality of 
the models in terms of their ability to forecast precipitation at a point. If increases in 
model resolution are accompanied by increases in the accuracy of model forecasts at 
smaller scales, then the gap in quality revealed by these two verification approaches 
should narrow.  
 
In order to carry out complete diagnostic forecast verification, one normally needs to 
use a variety of different verification measures, each of which describes different 
attributes of the forecast quality.  For this study, we began with reliability diagrams, their 
associated scores, and the relative operating characteristic curve.  The first assess the 
degree of agreement between the forecast probability and the conditional frequency of 
occurrence of the predicted event (“reliability”), while the last assesses the ability of the 
forecast to discriminate situations preceding the event from those preceding the non-
event (“Discrimination”).  “Events” were defined as the occurrence of 24h precipitation 

-358-

http://tigge.ecmwf.int/


amounts over thresholds, 1, 3, 5, 10, 15, 20, 25, and 30mm.  For each of these events, 
reliability tables, brier scores, reliability and resolution, and the area under the ROC 
curve are being computed for three 3 month seasons (DJF, MAM, and JJA), for each 
ensemble separately, for all ensembles combined, and for combinations of the “best” 
four ensembles, and “worst” 4 ensembles.  In combining ensembles, no debiasing was 
done, since it is not clear from previous studies that debiasing improves the 
performance of the combined ensemble compared to combinations of the raw 
ensembles. (See, for example, Candille et al 2010) 
 
3. Sample Results  
 
Figure 1 shows two reliability tables for the European area, one for the lowest threshold 
and one for a more “significant” threshold of 25 mm. For the low threshold, all the 
ensembles show at least a reasonable degree of reliability, while the Canadian 
ensemble is the most reliable.  For the more significant threshold of 25mm, all of the 
ensembles significantly overforecast the probabilities. However, the ECMWF ensemble 
shows the best result since it has attempted forecasts of probabilities as high as 60 or 
70% without significant loss of reliability for this relatively rare event. 
 

 
Figure 1. Reliability of single model ensemble forecasts, summer 2008, 114 h forecast, 
for thresholds of 1mm /24h (left) and 25 mm / 24 h (right). 
 
Figure 2 shows four plots of the area under the ROC curve for each of the seven 
ensembles and for an ensemble created by combining all seven together, for the winter 
season.  It can be seen from the figure that the performance of the ECMWF ensemble 
is always the best of the single model ensembles but that usually the combined 
ensemble outperforms all of the single model ensembles. The advantage of the 
multimodel ensemble is much more pronounced for the higher threshold than for the 
lower threshold (note also the difference in ordinate scales in this figure).  A quick check 
of some of the other threshold results revealed that, at least for the winter season, the 
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difference between the COMB ROCA and the best of the single model ROCAs 
increased with increasing threshold. 
 
The ROCA values are generally rather high, especially for the shorter range forecasts.  
Given that the ROCA was computed over the whole verification sample, all of Europe, 
for the 90 day season, it is likely that much if not most of the discrimination comes from 
the relative ability of the models to distinguish “wet” stations from “dry” stations and 
“wet” days from “dry” days.  That is, these results might be showing differences in the 
models’ abilities to represent the precipitation climatology of Europe rather than showing 
discrimination of individual events at different locations. Tests are being carried out to 
check this hypothesis. 
 

  
 

 
Figure 2. ROC areas for each of the seven single model ensembles and the combined 
ensemble (COMB) for the winter season for 42h forecasts (top) and 114h forecasts 
(bottom).  Precipitation threshold is 1mm/24h (left) and 20 mm/24h (right). 
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 In addition to combination of all the ensembles (ALL or COMB), combinations of the 
four best (4BEST: ECMWF, JMA, CMC and UKMO), two best and two worst 
(2BEST2WORST: ECMWF, JMA, BoM and CMA), and four worst (4WORST: BoM, 
CMA, NCEP and UKMO) were evaluated.  
 
Figure 3 summarises the performance of the four different combinations. The ROC Area 
for the 4B is slightly better than ALL, while the 4W has the lowest value of the score. 
The score for the 2B2W combination is in between the 4B and 4W performance, which 
might be expected. This is a positive result, since it shows that it is possible to improve 
on the grand ensemble (which already improves on the single model ensembles), by 
selecting a few high quality models.  Once again, one must note the ordinate scale of 
the figure; the differences are small for this low threshold and short range forecast. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Relative performance of the combined ensembles for threshold 5mm / 24h, 
42h forecast: 4BEST, 2BEST2WORST, 4WORST and ALL (all ensembles). 
 
The work with the Canadian data is not as far advanced as for the European data.  
Figure 4 gives an example of ROCs and corresponding area obtained for the 20 
Canadian stations, over the full year of data, for the CMC model and the ECMWF 
model.  The ECMWF model shows a slightly larger ROCA area for these 6 day 
forecasts, but neither ensemble has significant discriminating ability at this range. The 
much lower ROCA values reflect the fact that this verification is with respect to single 
station data. 
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Figure 4. ROC curves and areas for one year of CMC ensemble forecasts (left) and 
ECMWF ensemble forecasts, 144h projection.  The threshold is 1mm/ 24h. The red 
curves are the bi-normal model fit to the points and the black lines with the plotted 
points represent the empirical ROC. Boxes around the plotted points are the 5 to 95% 
bootstrap confidence intervals. 
 
4. Discussion and Future work: 
 
These results are very preliminary, but so far suggest that there is value in combining 
ensembles to predict precipitation amounts.  This is consistent with experience with the 
North American Ensemble Forecast System (NAEFS), where the combination of the 
Canadian and NCEP ensembles has led to significantly improved ensemble forecast 
probabilities for both centers.  If further tests support the preliminary result shown here 
that the advantage of multi-model ensembles increases for higher precipitation 
thresholds, then this would be significant, for it would indicate that multi-model 
combinations are important for the improvement of forecasts of high impact weather 
events. Whether the advantages are large enough to justify the extra effort of blending 
ensembles on an operational basis remains to be determined. 
 
Much work remains to be done.  The following is a non-exhaustive list of investigations 
that need to be undertaken to settle the TIGGE question for surface data: 
-For the ROC results, determine the source of variations in discriminant ability to answer 
the question: “Does the combined ensemble improve the ability to distinguish significant 
precipitation events at specific times and places?” 
-Verify the forecasts using other complementary verification measures for probability 
forecasts: reliability diagrams, brier scores and components, and the CRPS. 
-Assess the ability of the single model ensembles and combined ensembles to predict 
high impact precipitation events, using distribution-fitting methods and evaluating the 
extremes of the predictive distribution 
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-Carry out the verification for other regions of the world. In addition to Canada, it is 
important to evaluate surface ensemble forecasts for areas where models (and 
ensembles) tend to perform relatively poorly, such as in the tropics. 
-Verify other surface weather elements: temperature, wind, clouds. 
 
 
5. References 
 

Candille, G., S. Beaur egard, and N. Gagnon, 2010 : Bias correction and multiensemble 
in the NAEFS context  or how to get a ‘f ree calibration’ thr ough a multiensemble 
approach, Mon. Wea. Rev., In press. 

Cherubini, T., Ghelli, A., and Lalaurette, F., 2002:  Verification of precipitatio n forecasts 
over the Alpine regi on using a high-density observing network. Weather and 
Forecasting, 17, 238–248. 

Froude, L, 2010: TIGGE: c omparison of the predicted Northern Hemispher e 
Extratropical cyclones by different  Ensemble Prediction Systems, Weather and 
Forecasting, 25, 819-936. 

 
Ghelli, A. and La laurette, F., 2000: Verifyi ng precipit ation forecasts using  up-scaled  

observations. ECMWF Newsletter 87, ECMWF, Reading, United Kingdom, 9–17. 

Johnson, C. and Swinbank, 20 09: Medium-range multimodel ensemble combination  
and calibration Q. J. R. Meteorol. Soc. 135: 777–794 (2009) 

Park, YY, Buizza R, Leutbecher  M. 2008. TIGGE: preliminary results on comparing and 
combining ensembles. Q. J. R. Meteorol. Soc. 134, 2029–2050. 

Yi, He, Fredrik Wetterhall, Hongjun Bao, Hannah Cloke, Zhijia Li, Florian Pappenberger, 
Yuzhong Hu, Desm ond Manf ul1 and Yingchun Huang, 2010: Ens emble 
forecasting using TIGGE for the July – S eptember 2008 f oods in the Upper Huai 
catchment: a case study, Atmos. Sci. Let. 11: 132 – 138  

-363-



Improvement of Poor Man’s Ensemble Precipitation 
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Accurate prediction of precipitation is very important for water management 
and planning especially over a water catchment area. The Australia Bureau of 
Meteorology’s Poor Man’s Ensemble (PME) forecast for daily rainfall 
combines quantitative precipitation forecasts to give deterministic and 
probabilistic rainfall forecasts (Ebert, 2001,2002). However, the 100km by 
100km forecast map of PME is too coarse to delineate detailed features of 
orographic precipitation in mountainous areas. In winter observation errors 
can arise when precipitation may fall as snow in strong winds rather than rain 
and there are limited points for verification. 
 
A statistical approach has been developed to improve the PME forecast for 
the Snowy Mountains region of south eastern Australia. Clustering analysis is 
employed to identify different meteorology regimes using nearby Wagga-
Wagga atmospheric sounding variables.  PME precipitation forecasts have 
been verified for each of the regimes using Snowy Hydro Ltd (SHL) high-
quality precipitation gauges across the region. A linear regression is adopted 
for each regime using sounding variables and PME forecast value to calibrate 
the daily precipitation forecast. Three-year winter evaluation (2005 to 2007) 
shows around 20 percent improvement in terms of mean square error for 
nowcasting and 1-day ahead forecasts. 
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1. Intruduction 

  

As described by Wilks and Hamill 2007, errors in PQPF forecast have several sources, 

including initial conditions and model errors. These two particular error sources motivate two 

different approaches for ensemble generation: the initial and boundary condition perturbation 

ensemble (Toth and Kalnay 1997, Molteni et al 1996 among many others) and ensembles with 

different formulation of model physics or multimodel ensembles  (Ebert et al. 2001, 

Krishnamurti et al. 1999, Park et al. 2008). The main objective of this paper is to evaluate which 

approach leads to a better PQPF skill over our region of interest and also to perform a 

comparison between perturbed initial conditions and/or perturbed physics generated ensembles 

with simpler and computationally cheap ensembles like the one proposed by Theis et al. 2005, 

which only takes into account displacement errors in the forecasted field. 

 
2. Methodology 

 

2.1 Ensemble generation  

 

 Three different ensemble generation strategies are tested in this work, all of them are 

implemented using the Weather Research and Forecasting (WRF) model Advanced Research 

WRF (ARW) dynamical core version 2.0 (Skamarock et al. 2005). In all experiments horizontal 

resolution is 40 km, and 31 vertical sigma levels have been used with the model top located at 50 

hPa. Model domain is shown in Figure 1.  

 

Figure 1: Regional ensemble domain and 

CMORPH total precipitation (in mm) between 

December 15
th

 2002 and February 15
th

 2003 

(shaded). The black box indicates the area used for 

verification and calibration.  

 

 

Breeding ensemble: 
  

 This is a single model, single configuration ensemble with perturbations introduced in the 

initial and boundary conditions using breeding of the growing modes technique (hereafter 

breeding) (Toth and Kalnay 1993) with a rescaling period of 6 hours. The ensemble consists of 

11 members (5 pairs of perturbed members and a control run) integrated up to 48-hour lead time. 
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Boundary conditions are provided by a global ensemble based in the Medium Range Forecasts 

model with T62L28 resolution (aproximately 2.5 horizontal resolution). The unperturbed initial 

condition (control run) is obtained from the Global Data Assimilation System (GDAS) analysis 

with 1° x 1° resolution. The experiment starts on 15
th

 December 2002 and ends by 15
th

 February 

2003, and the regional ensemble forecasts are initialized at 1200 UTC. 
 

Multimodel ensemble:  

 

WRF framework allows the use of different parameterizations for convection, boundary 

layer mixing, surface processes, cloud microphysics and radiation. In this work, this capability is 

used to construct a multi model ensemble based on the same dynamical core (ARW) but using 

different choices for model physics. Initial and boundary conditions, as well as model domain are 

the same for all members and correspond to the control run of the breeding system described 

above. Table I sumarizes the different parameterizations used for each ensemble member. 
 

Member Convection PBL LSM 

1 KF YSU NOAH 

2 BM MYJ NOAH 

3 BM MYJ 5 layer 

4 GRELL YSU RUC 

5 GRELL MYJ NOAH 

6 BM YSU RUC 

7 KF MYJ NOAH 

8 KF YSU 5 layer 

9 KF YSU RUC 

10 BM YSU NOAH 

11 BM MYJ RUC 

Table I: Schemes used for each ensemble member for the representation of convection, PBL and 

the surface processes.  

 

Spatially shifted ensemble: 

  

 This ensemble is a synthetically generated ensemble which does not require of multiple 

model runs. It simply consists of spatially shifted forecasts generated from a single control run. 

This approach has been introduced by Theis et al. (2005). The main idea of this strategy is to 

account for uncertainty in the location of forecasted features. In this case the control run of the 

breeding ensemble is used to construct the spatially shifted ensemble; the maximun allowed shift 

is 3 grid points in any direction which gives an ensemble size of 49 ensemble members.   
  

2.2 Calibration methodology 

 

 Calibrated probabilities were computed using the ensemble mean (i.e. the different skill 

of each ensemble member was not taken into account) because previous experiments (Ruiz and 

Saulo, 2010, submitted) have shown that the inclusion of this information does not lead to a 

significant improvement in PQPF skill. A Gamma distribution was fitted to the mean forecasted 

precipitation errors as in Slougther et al (2007) where the gamma parameters are functions of 

forecasted precipitation.  
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 CMORPH (Climate Prediction Center Morphing Technique, Joyce et al. 2004) 

precipitation estimates were used for calibration and verification of the PQPFs. 
   

3. Evaluation of PQPF skill 

 

 This section presents the results associated with the sensitivity of the PQPF skill to the 

method used for the ensemble generation. Figure 2, shows the BSS and its resolution component 

diference with respect to the breeding ensemble, for all the ensemble systems tested. The 

reliability component is very similar in all cases so it is not discussed here. For this particular 

lead time (24 hours) the shifted ensemble shows the best results, while both ensembles perform 

better than the breeding one.  

 

Figure 2: BSS difference with 

respect to the breeding ensemble, 

for the multi model, spatially 

shifted and combined ensembles. 

Breeding ensemble (ligth grey solid 

line), multimodel ensemble (black 

solid line) shifted ensemble (grey 

solid line). The grey crosses in the 

left panel, indicate the 90% 

confidence limit. 

 

 The multimodel and breeding ensembles can be also combined into a larger one 

consisting of 21 members as suggested in Hou et al. 2001. This combination –denoted as 

COMBINED- outperforms the multimodel ensemble, particularly for thresholds above 5 mm 

(Figure 2). Figure 2 also suggests that most of the differences between the various ensemble 

systems are related with the resolution component of the BSS.  

 

 The improvement achieved by the shifted ensemble is surprising because this is 

bassically a cost free ensemble where differences among members are not flow dependent and 

also are not related with errors in model formulation as in the rest of the ensembles. This 

behavior suggests that a simple spatial smoothing can effectively remove unpredictable 

components of precipitation field at short lead times. However for 48 hours lead time this 

particular approach has a slightly better skill than breeding but significantly worse than the multi 

model or the combined ensemble (not shown). The simpler smoothing approach can only take 

into account position errors but cannot represent uncertainty associated with the existence of a 

precipitating system or its intensity. This type of uncertainty can only be addressed with a 

dynamic ensemble.  

 

 As the shifted ensemble shows good results but suffers from fast forecast skill loss with 

lead time, it seems natural to combine the shifted approach with multimodel, breeding and 

combined ensembles. To do this, shifted ensembles have been derived from each ensemble 

member of the multimodel, breeding and combined ensembles using a maximun shift of 1 grid 

point, due to memory limitations. The resulting ensembles are going to be referred to as shifted 

multimodel, shifted breeding (both with a size of 99 members) and shifted combined (with at 

total size of 189 members). Results for 24-hour lead time compared with multimodel ensemble 

performance are shown in Figure 3, as BSS diferences with respect to the multimodel ensemble. 
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Shifted multimodel and shifted combined ensembles show the largest improvement at low 

thresholds. The shifted breeding is slightly worse than the multimodel for lower thresholds but is 

the best approach for thresholds above 20 mm. However, it should be noted that for higher 

thresholds, differences are below the significance level. As discussed before, changes in BSS are 

due to differences in the resolution component of the score. Similar results were obtained for 48-

hours lead time, indicating that when the shifted approach is combined with a dynamical 

ensemble the loss in forecast skill with forecast length is corrected. 
 

4. Conclusions 

 

Different ensemble generation strategies have been compared for PQPF generation over 

South eastern South America during the 2002-2003 warm season. CMORPH precipitation 

estimates have been used in order to work with a more complete precipitation dataset for 

calibration and verification. 

 

The PQPF derived from two dynamically generated ensemble systems was compared 

with a very simple ensemble system (the shifted ensemble) which only takes into account the 

uncertainty associated with the possition of rain areas. This simple ensemble proves to be quite 

competitive at short forecast ranges (less than 24 hours); yet, its skill drops rapidly with 

increasing lead time. The success of this simple approach for short lead times suggests that 

dynamic ensemble approaches are not good enough to represent forecast uncertainty during the 

first 24 hours. It seems that more specific methods are needed to better represent uncertainty at 

short forecast ranges. 

 

Figure 3: BSS and resolution 

difference between the multimodel 

ensemble (black solid line) and the 

shifted multimodel ensemble (black 

dasehd line), shifted breeding 

ensemble (light grey dashed line) and 

shifted combined ensemble (dark 

grey dashed line). Grey crosses in the 

left panel, indicate the 90% 

confidence limit. 

 

Among dynamically generated ensembles tested, the multimodel ensemble based on 

different configurations available in the WRF model, outperformed the breeding ensemble. Still, 

the improvement obtained from the combination of breeding and multi model ensembles is not 

very large. This suggests that most of PQPF error during this particular time of the year (i.e. 

Southern Hemisphere summer) arises from errors in model physics rather than problems in the 

initial and/or boundary conditions. During this particular season, most of the precipitation 

predicted by different configurations results from the convective parameterization, further 

emphasizing the importance of appropriate model physics in determining precipitation fields. 

Along the same line, it could be considered that relatively low performance of the breeding 

ensemble, could be due to the length of the rescaling period, which could be adjusted to capture 

smaller scale and faster growing perturbations associated with mesoscale and convective scale 

processes and thus more appropiate to be used during the warm season (Kalnay and Silva Dias, 

2009, personal communication).  
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Among the alternatives that have been evaluated, the most important improvement has 

been obtained with the combination of the multi model ensemble approach and the spatial shift 

technique even at 48-hours lead time. This approach is particularly interesting and promising for 

implementing high resolution ensembles in small operational or research centers for which 

computational costs largely restrict ensemble size.  

 

Although all the results showed in this paper were obtained using CMORPH, results 

based on the use of a dense rain gauge network available over the region during the selected 

period were similar. Most of the experiments were also carried out over a tropical region located 

over Northern Brazil which also exhibits a similar behaviour although the skill of the PQPF was 

lower than that for the region discussed in the paper. 
 

Acknowledgments 

 

This study has been supported by the following projects: UBACyT X204, CONICET PIP 112-

200801-00399. The research leading to these results has received partial funding from the 

European Community's Seventh Framework Programme (FP7/2007-2013) under Grant 

Agreement N° 212492 (CLARIS LPB. A Europe-South America Network for Climate Change 

Assessment and Impact Studies in La Plata Basin). 
 
References 

 
Ebert, E. E., 2001: Ability of a Poor Man’s Ensemble to Predict the Probability and Distribution of Precipitation. 

Mon. Wea. Rev., 129, 2461-2480.  

Ebizuzaki, W., and E. Kalnay, 1991: Ensemble experiments with a new lagged average forecasting scheme. WMO 

Report #15. 

Hou, D., E. Kalnay, and K. K. Droegemeier, 2001: Objetive Verification of the SAMEX`98 Ensemble Forecast. 

Mon. Wea. Rev., 129, 73-91. 

Joyce, R. J., J. E. Janowiak, P. A. Arkin, and P. Xie, 2004: CMORPH: A method that produces global precipitation 

estimates from passive microwave and infrared data at high spatial and temporal resolution. J. Hydromet., 5, 

487-503. 

Krishnamurti, T. N., C. M. Kishtawal, T. E. LaRow, D. R. Bachiochi, Z. Zhang, C. E. Willford, S. Gadgil, and S. 

Surendran, 1999: Improved weather and seasonal climate forecast from multi model superensemble. Science, 

285, 1548-1550. 

Molteni, F., R. Buizza, T. N. Palmer, and T. Petroliagis, 1996: The ECMWF Ensemble Prediction System: 

Methodology and validation. Quart, J. Roy. Meteor. Soc., 122, 73-119. 

McLean Sloughter J., J., A. Raftery, T. Gneiting, and C. Fraley, 2007: Probabilistic Quantitative Precipitation 

Forecasting Using Bayesian Model Averaging. Mon. Wea. Rev., 135, 3209-3220. 

Park, Y., R. Buizza, and M. Leutbecher, 2008: TIGGE Preliminary results on comparing and combinning 

ensembles. Quarterly Journal of the Royal Meteorological Society, 134, 2029-2050. 

Skamarock, W. C., J. B. Klemp, J. Dudhia, D. O. Gill, D. M. Barker, W. Wang, and J. G. Powers, 2005: A 

description of the Advanced Research WRF Version 2. NCAR Tech Notes-468+STR 

Theis, S. E., A. Hense and U. Damrath, 2005: Probabilistic precipitation forecast from a deterministic model: a 

pragmatic approach. Meteorological Applications, 12, 3,257-268. doi10.1017/S1350482705001763 

Toth, Z., and E. Kalnay, 1997: Ensemble Forecasting at NCEP and the Breeding Method. Mon. Wea. Rev., 125, 

3297-3319. 

Wilks, D. S., 1995: Statistical Methods in the Atmospheric Sciences: An Introduction. International Geophysics 

Series, Vol. 59, Academic Press, 467 pp. 

 

-369-



 

Multimodel consensus forecasting of the precipitation  

using TIGGE data 

 
ZHI Xiefei, ZHANG Ling  

Key Laboratory of Meteorological Disaster of Ministry of Education, Nanjing University of 
Information Science and Technology, Nanjing 210044 

 
1. Introduction 

 
The extreme events from 11 January until 2  February 2008 brought severe low temperature 
and icy weather to broad reg ions in cen tral and southern Ch ina, which caused  billions of  
dollars w orth of dire ct economic loss and hun dreds casualty. The se e xtreme ic y w eather 
events were c losely linked to the c hange in the  Midd le East jet stre am (MEJS), w hich 
intensified and shifted southeastward (Wen et al. 2009). Wang et al. (2008) indicated that the 
very active AO is a very important factor which leads to the anomalous atmospheric circulation 
and th us these severe w eather ev ents. Du ring the  e vents more  fre quent blockings ov er 
Eurasia were ob served (Zh ang et al. 2009; Zho u et al. 2009). Mean while, the subtropical 
western Pacific high (SWPH) was stronger and its ridgeline was farther north than normal. The 
anomalous high slowed down the eastward movement of weather systems to the Pacific and 
was favorable for th e convergence of w ater vapor over central–southern Ch ina (Wen et a l. 
2009; Zhang et al. 2009). Further study indicated that extraordinarily strong convections over 
the maritime continent and South China Sea may play an important role in the formation of the 
anomalies of the SWPH during early 2008 (Zhang et al. 2009).  
Nowadays, the numerical weather prediction (NWP) h as become the major guidance in our 
daily weather forecast. However, the skill of extended range forecast for surface temperature 
and rainfall using available NWP models is still not satisfactory to address the detailed aspects 
of extreme weather ev ents. Mu ltimodel superensemble forecast me thod is a pra ctical 
post-processing technique capable of reducing model output errors (Krishnamurti et al. 1999; 
2000a; 2000b; Yun et al. 2003; Mutemi et al. 2007; Zhi et al. 2009a; Lin et al. 2009). Zhi et al. 
(2009b) a nd Lin et a l. (2 009) ap plied th e multimo del s uperensemble tec hnique in the 
forecasting of the su rface temp erature in  No rthern He misphere. Th e fo recast skill o f the 
multimodel superensemble with fixed training period is higher than that of the ensemble mean 
and the  best in dividual mod el for t he 2 4h-144h s urface temperature fore cast. The 
superensemble with running training period has superior forecast skill to that with fixed training 
period for the 24h-168h forecast. Further study indicates that bias-removed ensemble mean 
can considerably reduce the RMSEs of the 24h-144h surface temperature forecast as well. In 
this study, the b ias-removed ensemble mean forecasting experiment was performed for  the 
precipitation in central and southern China during the extreme weather events in early 2008 to 
improve the extended range forecast skill of the high-impact weather events. 

 
2. Data and methods  
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Based on the daily mean temperature and 24h total accumulated precipitation in southern part 
of China (10 2.5°E-122.5°E, 22.5°N-35°N) from 1952 to 20 08, th e features of the extreme  
events with low te mperature a nd ab undant pr ecipitation d uring the period fro m 10  J anuary 
until 2 Feb ruary 20 08 hav e be en investigated which are  f itted by the Gen eralized Paret o 
Distribution (GPD) proposed by Hos king (1990). The 24-216h ensemble forecast data of the 
24h accumulated total precipitation during the period from 1 January until 31 January 2008 are 
taken f rom European C entre for M edium-Range Weather Fo recasts ( ECMWF), Japan 
Meteorological Agency (J MA), Nationa l Centers for Environmental Pred iction (NCEP ), and  
China Meteorological Administration (CMA) in the TIGGE Data Archive Portal. In addition, the 
NCEP/NCAR re analysis data an d the TRMM 2 4h ac cumulated to tal p recipitation from 1 
January to 10 February 2008 are used as the “observed data” for verification of the forecasts.  
The consensus forecast experiments of the 24h accumulated total precipitation are conducted 
by u sing the mu ltimodel en semble mean ( EMN), the  bias-removed multimodel ensemble 
mean w ith fixe d tra ining peri od (BREM) an d the bias-removed multimodel ensemble m ean 
with running tra ining per iod (R -BREM), respectively. The root-mean-square errors (RMSEs) 
and the precipitation rank threat score (TS) ar e utilized to e valuate the forecast skills of the 
surface temperature and 24h accumulated total precipitation, respectively. 
The multimodel ensemble mean (EMN) is calculated as follows,  

       
1

1 n

i
i

EMN F
n 

            (1.1) 

where iF  is the ith model forecast, and n is the number of forecast models involved. 
The bias-removed ensemble mean (BREM) is calculated as follows,  
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where iF  is  the ith model forecast value, iF  is the time mean of the ith model forecast over 

the training period, O  is the time mean of observed state, N is the number of  models. The 
root-mean-square error is written as  
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where iF  is the ith sample forecast value, and iO  is the ith sample observed value.  
 

3. The multimodel ensemble forecasts of the precipitation 
 
Due t o cold surges, four successive majo r prec ipitation p rocesses af fected central and  
southern China du ring the period from 1 0 January until 2 February 2008, which caused low 
temperature, s nowstorms a nd f reezing rain over the s outhern p art of C hina. As shown i n 
Figure 1, more th an a third o f stations in  the s outhern part o f China w ere c overed by the 
extremely abun dant p recipitation with 50  ye ars re turn peri od, and the extre mely lo w 
temperature with 50 years return period occurred in the Guizhou and western Hunan province 
as well. The concurrence of lo w temperature and large precipitation caused the extreme icy 
weather over the southern part of China. 
Based on the precipitation 24-216h ensemble forecasts of ECMWF, JMA, NCEP and CMA in 
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the s outhern part of Ch ina d uring the period fro m 1  J anuary until 3 1 J anuary 2 008, t he 
multimodel con sensus f orecasts of th e 24h ac cumulated total pre cipitation have been 
conducted fo r the fo recast pe riod fr om 16  t o 3 1 J anuary 2 008. S imilar to the  procedure 
mentioned in section 4, 6 days training period was chosen as the optimal training period and 
the TRMM (Tropical Ra infall Me asuring Mission) prec ipitation da ta were c hosen as the 
“observed data”. Threat score (TS), also known as the critical success index (Schaefer, 1990), 

 

(a)                                  (b) 
Fig.1. The extreme daily mean temperature (a) and 24h accumulated total precipitation (b) 

distribution for different return periods during the period from10 January to 2 February 2008. 
 
or equitable threat score (ETS) which is a modification of the threat score to explain the correct 
forecasts as a res ult of chance (Gilb ert, 18 84), is u sed at the  Natio nal Centers f or 
Environmental P rediction (NCEP ) a lmost e xclusively as  the mo st impo rtant v ariable for  
verification of t he skill in  p recipitation forecasting (M esinger, 2008). In thi s s tudy, TS with 
different ranks was utilized to  evaluate the  precipitation forecast skills o f dif ferent indiv idual 
models and multimodel consensus forecasts. It is defined as follows, 

NCNBNA
NATS


  

with NA denoting the total number of correct forecasting points, NB the total number of false 
alarm points, and NC the total number of forecast miss points. 
Figure 2 shows the TS score of 24h accumulated total precipitation forecast for sprinkle and 
moderate r ain ov er c entral a nd s outhern Chin a during the p eriod from 2 5 January un til 1 
February 2008 with the forecast time from 24-216h, including the CMA, JMA, NCEP, ECMWF, 
multimodel ensemble mean a nd bias-removed ensemble mean with running training period. 
Comparing forecasts of the sprinkle (0.1-10mm/24h) rain of the individual models, the forecast 
skills of the JMA model are the best among four models except for the 24h forecasts. With  
increasing precipitation ranks, the TS scores of the individual models decrease considerably. 
For the  mo derate ra in (10-25mm/24h) f orecasts over c entral a nd s outhern Ch ina, the  TS 
scores of the JMA model contain large fluctuations and the ECMWF forecasts are more stable, 
while the forecast skills of the CMA model are not satisfactory. In order to obtain better forecast 
skills, the ensemble forecasts of the JMA, ECMWF and NCEP models were selected to carry 
on the  mu ltimodel c onsensus forecasts. The  TS sco res have b een improved by using the  
R-BREM technique for most forecast time exc ept for 72h and 216h forecasts compared with 
the ECMWF forecasts which have the best performance among four models. For the moderate 
rain forecasting, the 24h-192h TS scores of the R-BREM technique are higher than those of 
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the individual models and the EMN technique.      

 
Forecast time (hrs)        Fore cast time (hrs) 

Fig.2 TS scores of the 24h accumulated total precipitation forecast using different individual 
models, EMN and R-BREM techniques for sprinkle (a) and moderate rain (b) over central and 
southern China during the period from 25 January to 1 February 2008.  

  
It should be noted that due to the discontinuity of the precipitation distribution, the selection of  
the train ing period length plays an important role in th e p recipitation fo recasts by us ing the 
R-BREM technique. In this  study, the optimal training period length is  chosen based on the 
precipitation characteristics o ver central and s outhern Ch ina in  Ja nuary 2008. The o ptimal 
length of the training period may vary with variables, regions and seasons.  
 
4. Conclusions 
 
The mu ltimodel c onsensus forecasting ex periments ha ve bee n conducted b y us ing the 
ensemble forecasts of ECMWF, JMA, NCEP and CMA taken from the TIGGE archives. For the 
sprinkle fore casts o ver ce ntral a nd s outhern C hina, th e R-BREM tec hnique ha s t he b est 
performance in t erms of TS scores for the  24-192h for ecasts e xcept for the  72 forecasts 
among all individual models and multimodel consensus techniques. For the moderate rain, the 
forecast skill o f the R-BREM technique is  superior to  tho se o f in dividual mod els a nd 
multimodel ensemble mean.     
It should be noted that t he s election of the t raining p eriod len gth is  v ery important fo r the 
forecasting of b oth the  sur face temperature an d th e pre cipitation by  using the R-BREM 
technique. The optimal length of the training period may vary with variable, region and season.  
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A Short-Range Ensemble Forecast  system is under development by perturbing 
initial conditions and lateral boundary conditions based on a regional model, AREM 
(Advanced Regional Eta Model), which has 11 members in 37km horizontal 
resolution over China. Two strategies in perturbing IC were compared to examine an 
optimal approach in building a regional ensemble prediction system (EPS): one is 
directly applying perturbations from a global EPS to the regional EPS(a downscaling 
of a global EPS,Sch-1), and another is generating own perturbations by the regional 
model itself(BGM,Sch-2). The following four results can be seen.(1) By evaluating 
ensemble spread and probabilistic forecasts, it shows that the “Sch-2” seems to be 
superior to the “Sch-1” in this preliminary study (Fig.1).(2) No matter what IC 
perturbation strategies were applied,ensemble-based forecasts, ensemble mean and 
probabilistic forecasts, are in general outperform single control and operational 
forecast. (3) The ensemble spread and forecast skill are positively correlated quite 
well on domain average,the spatial correlation between spread and forecast error is 
about 40-45% on average.  

The system was running daily and evaluated during flood season in 2009, The 
results show that ensemble forecasts are in general outperform single deterministic 
forecasts with additional forecast information, the ensemble means of precipitations 
of low thresholds are more skillful than the ensemble means of precipitations of high 

thresholds(Fig.2)．It show that probabilistic forecast seems to be more usefull for the 

higher forecast skill than ensemble mean and control forecast(Fig.3).Furthermore,  the 
decision-making forecast will be more,scientific by a comprehensive analysis of 
various ensemble products comprehensively. 

In overall, ensemble spread is underdispersive comparing to the forecast error. 
At least the partial reason for the underdispersion is due to the lack of consideration in 
model physics uncertainty, which is a subject to be explored during the next phase of 
this EPS development. 
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Fig.3 The threat score of SY,CTL and different probabilistic forecasts thresholds 
(a)for ≥0.1mm,(b)for ≥50mm(the score of defferent forecast lead time was 

represented by different line type) 
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Fig.2 The threat score of different precipitation forecasting (a)for 
0-24h,(b)for 24-48h and (c)for 48-72h 
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1．Introduction 

The incorporation of numerical weather prediction (NWP) into a flood forecasting model 
can increase forecast lead times from a few hours to a few days. Single deterministic weather 
forecast from NWP can’t take uncertainties and systematic biases into consideration and hence 
often fail to replicate weather variables correctly. Ensemble Prediction Systems (EPS) have 
evolved over the last decade to simulate the effect on weather forecasts of observation 
uncertainties, model uncertainties (e.g. due to a lack of resolution, simplified parameterization 
of physical processes and effect of unresolved processes), imperfect boundary conditions and 
data assimilation assumptions (Park et al., 2007). An EPS is interpreted by Buizza as a system 
based on a finite number of deterministic integrations and regarded as, so far, the only feasible 
method in meteorology to predict probability density function beyond the range of linear error 
growth. EPS forecasts from a single weather centre only account for part of the uncertainties 
originating from initial conditions and stochastic physics (Roulin, 2006). Other sources of 
uncertainties, including numerical implementations and/or data assimilation, can only be 
assessed if a grand ensemble (GE) of EPS from different weather centres are combined 
(Goswami et al., 2007). When various models that produce EPS from different weather centres 
are aggregated, the probabilistic nature of the ensemble precipitation forecasts is better retained 
and accounted for (He et al., 2009, 2010; Bao,2009). An ensemble of weather forecasts can be 
used on catchment hydrology and provide improved early flood warning as some of the 
uncertainties can be quantified (Cloke and Pappenberger, 2008). 

To this end, a case study was carried out using five TIGGE forecast centres: The 
Xinanjiang model (Zhao, 1992) was used to simulate the discharge. The study area is the 
Xixian catchment, located upstream of the Huaihe River. The aims of this paper are to (1) 
develop atmospheric-hydrologic flood forecasting model cascade driven by TIGGE ensemble 
forecasts, and (2) apply the model cascade to the Xixian catchment and compare the 
simulation results driven by TIGGE forecasts and raingauge observation. 

2. The data and the test catchment 

The Huaihe River is located between latitudes 31°N and 35°N and longitudes 112ºE and 
121ºE. It originates in the Tongbai Mountains of Henan Province, and flows over four provinces 
in east-central China. The length of the main channel of the Huaihe River is 1000 km and the 
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total catchment area is 1.912×105 km2. Its mean annual precipitation and runoff depth is 
approximately 888 and 240 mm respectively. The runoff coefficient ranges from 0.1 (northeast) 
to 0.6 (southwest). The Xixian catchment, located between latitudes 31.5°N and 33.0°N and 
longitudes 113.0ºE and 115.0ºE in the upstream of the Huaihe River, has a drainage area of 
8826 km2 and is situated in the south of Henan province, China. The catchment average annual 
precipitation is 1145 mm, 50% of which is within the period of the flood season 
(June-September). Ten rainfall stations and one hydrological station are available in the Xixian 
catchment.  

Observed hydro-meteorological data were obtained from China Meteorological 
Administration (CMA). When the study was conducted, EPS data was available from five 
centres in the TIGGE database with the majority delivering EPS from January 2007 onwards. 
The flood event took place in July 2007 was selected as the flood event in the test case. 
Table.1 lists the five weather centres and their numbers of ensemble forecasts. 

 
Table 1. List of the meteorological forecast centres used in the case study 

Country/Region Weather centre 
Centre 

Abbriviation 
Centre 
Code 

Ensemble 
menbers 

Canada Canadian Meteorological Centre CMC BABJ 14+1 
China China Meteorological administrator CMA CWAO 14+1 

Europe 
European Centre for Medium-Range 

Weather Forecasts 
ECWMF ECMF 50+1 

UK UK Met Office UKMO EGRR 23+1 

USA 
National Centres for Environmental 

Prediction 
NCEP KWBC 14+1 

 

3．Application and result analysis 

The majority of the weather centres delivered global EPS data from January 2007 onwards. 
This study focused on one flood event that took place in July 2007. The flood warning level at 
the Xixian station is 41.50 m and corresponds to a discharge of 4034 m3/s. The warning level 
was reached at 0000 (UTC) on 15 July 2007 for the studied flood event and exceeded in the 
subsequent one day. 

3.1 Precipitation input evalution 

The precipitation forecasts Pf were retrieved from five weather centres in the TIGGE 
archive, namely Canadian Meteorological Centre (CMC), China Meteorological Administration 
(CMA), European Centre for Medium-Range Weather Forecasts (ECMWF), UK Met Office 
(UKMO), and National Centres of Environmental Prediction (NCEP). The forecasts of 11 July 
2007 from NCEP were excluded from this study due to an error that occurred during data 
extraction. For the selected five centres, each provides one ‘central’ unperturbed analysis and a 
number of forecasts with perturbed initial conditions. All forecast members were assigned equal 
weights (Park et al., 2007). The consequent inference is based on the principle of equal 
probability of selection. The original medium-range forecasts are corrected in ca. 25×25 km 
resolution (He et al, 2009; 2010). They were interpolated to areal averages of ten 
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sub-catchments to be used as inputs for the Xinanjiang model. Buizza pointed out that 
consistency between forecasts issued on consecutive days is a desirable property of a 
forecasting system, therefore we examined the feature by visually comparing Pf of small, 
moderate and heavy precipitation with thresholds of 0.0~9.9mm, 10~24.9mm, over 25mm 
respectively. These thresholds are defined by the National Meteorological Centre of CMA. In 
this paper, the threat scores (TS) method (Guan et al, 2006; Zhao et al, 2010) was employed to 
evaluate the performance of the five weather centres and their grand ensemble. TS ranges from 
0 to 1, with 0 indicating no skill and 1 perfect. 

TS shows that the five EPSs and grand ensemble have diferent peformance for -small 
precipitation. Scores of CMA, ECMWF and NCEP, ranged from 0.46 to 0.67 with TS and from 
0.92 to 1.49 with bias score (B) with lead time ranging from 24hours to 240 hours, is slightly 
better than that of CMC and EGRR. In the range of moderate precipitation, EGRR performs 
better than other 4 centres. Five EPSs all have the TS value below 0.30, which indicated that 
these events were rarely captured. Grand ensemble has a slightly better TS value than CMA 
and CMC.    
3.2 Discharge simulation 

All ECMWF forecast members issued on 12 July 2007 displayed the best agreement for 
the rainfall event occurred on 13 July 2007. Similarly, the amount and timing of the rainfall 
between 13 July 2007 and 15 July 2007 were best forecasted with 2-day lead time, i.e. from 14 
July 2007 to 16 July 2007. For lead times longer than two day, the 51 ECMWF forecast 
members demonstrated a fairly consistent signal representing an intensive rainfall event but one 
could not tell the exact date and time it was to occur as the spread of forecast members was 
rather large. For example, forecasts issued on 10 July 2007 indicated a large precipitation event 
would possibly occur on 15 July 2007. Less than 10% of the forecast members predicted it was 
to occur on 15 July 2007. The situation improved on 13 July 2007 when most forecast members 
clustered closer to each other than on the previous day of issue (over 70% members agreeing on 
15 July 2007). Disagreements between probabilistic and single forecasts can be used as an 
indication of potentially low predictability and vice versa. The progress of agreement amongst 
forecast members evolved from longer to shorter lead times demonstrates the EPS forecasts 
become more predictable as it is getting closer to the actual event. In comparison to the 
observed discharge, the ensemble of Qf was underestimated by approximately 10-30% for all 
forecast members varying from day to day. In this study, Q50 is very comparable with the 
Qsim-raingauge.  

The ensemble of Qf was evaluated using a warning table, where observations were 
compared with simulations. The warning table shows the forecasts ability to predict the 
individual events. The studied flood event is well predicted by all centres with a lead time of 10 
days (see Fig.1 for warning level). However, making use of multiple centres from the TIGGE 
archive did not always show a better performance than using a single EPS centre. This indicates 
grand ensemble does not necessarily lead to a better performance than a single EPS. Techniques 
for combining multiple centres should be investigated in the future. 
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Figure 1 The warning table for the studied flood event. The six horizontal bars from bottom to top 
represent the five centres (CMC, CMA, ECWMF, UKMO, NCEP), and the ensemble of the five 
forecast centres. 
 

4． Conclusion and outlook 

A coupled atmospheric-hydrologic flood forecast model driven by the TIGGE ensemble 
forecasts is set up to study the potential benefits of using the TIGGE database in flood 
forecasting in the upper reaches of Xixian catchment during the 2007 flood seasons. Xinanjiang 
model is applied for forecasting rainfall-runoff process. The results demonstrate that the TIGGE 
archive is a promising tool for issuing a fairly reliable warning as early as 10 days in advance 
with producing forecasts of discharge comparable with the observed discharge. Lead times can 
be potentially improved, which holds great benefit for flood management and preparedness. 
The techniques for how to deal with multi-model weather predictions is necessarily to focused 
on. In this study, the principle of equal probability of selection was applied. Multiple EPS 
inputs should be used with great caution as they have different error structures and cannot be 
easily combined (Cloke and Pappenberger, 2009; He et al,2010). Different weather forecasts 
may be assigned a different weight coefficient, which might improve the performance of the 
grand ensemble. 

A spatial and temporal correction to the ensemble weather predictions to resolve 
discrepancies in the spatial distribution and timing should be developed for flood forecast. The 
precision of rainfall forecast affects an offset of the peak in term of timing and magnitude that 
led to the partial failure in early flood warning in hydrological forecasting.  
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 1. Introduction 
 

Deep convection belongs to one of the most intensive atmospheric processes on earth. Deep 
convection is often associated with heavy rainfalls, wind gusts, hail and lightning. In some cases, 
strongly depending on favourable meteorological key parameters, the development of tornados is 
possible (DOSWELL 2001). These natural hazards can result in high damages, insurance costs and 
sometimes loss of human lives. Convective processes occur on the local- and mesoscale, and are 
highly variable in space and time in their occurrence and intensity. For this reason forecasting of 
convection in detail is difficult. Especially the areas of formation, the tracks of single convective cells 
and their behaviour are not predictable. Rain gauge networks are also not able to detect convective 
precipitation in its totality and therefore a high-resolution long-term climatology of deep convection 
does not exist. Regarding these problems there was a motivation to find out how convective cells 
occur and trace over complex terrain, e.g. low mountain ranges. There are some examinations about 
the influence of mountainous areas on convection done in the USA. On the one hand the aim was to 
identify regions, which initiate convection depending on different stream directions (BANTA and 
SCHAAF 1987) and on the other hand the suggestion was to investigate the influence of the Colorado 
Rocky Mountain Range on the diurnal cycle of convective precipitation for two summer seasons 
(KARR and WOOTEN 1976).  
 
 2. Area of Investigation 
 
The area of investigation is located in the German low mountain ranges with focus on the Taunus 
Mountains (Fig. 1). The Taunus Mountains consist of three parts: a main ridge (a) that is orientated 
from southwest to northeast; a northern part with some side ridges orientated from southeast to 
northwest, separated by a large valley/basin (b) into a western (c) and an eastern part (d); and a 
southern narrow zone (e) dropping off steeply to the Rhein-Main-Basin.  

 

Figure 1: Area of 

investigation, 

digital elevation 

model (shaded), 

area borders of 

unspoiled nature 

(grey lines), 

dimension of the 

whole area (80km 

north-south and 

100km west-east) 
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 3. Data 
 

For the investigation the weather radar data for the time period March 2000 – December 2007, 
provided by the German Weather Service (DWD), were taken into account. The advantage of this 
radar product is the high temporal (5 min) and spatial (1 km) resolution. Disadvantages are some 
shadowing effects caused by the highest mountain peaks due to the precipitation scan of the radar, 
which allows only the scan of the lowest layer. For further investigations, the output of convective 
cells and tracks has been subdivided into different stream directions, based on the objective weather 
classification of the DWD.    
 
 4. Method 
 
Based on an existing tracking algorithm (STEINACKER et al. 2001) a simple algorithm was created to 
filter radar images, to identify convective cell cores, and to determine the tracks for every single cell 
core.   
 
A 2-dimensional Gauss filter was used to smooth the radar images with a standard deviation σ of 0.85. 
The filter matrix consists of 7 x 7 grid points. The necessity of the filter is explained by remaining 
clutter and the precipitation structure in general, which can have weak secondary cell cores. After 
filtering they merge with primary cell cores and this make the identification of convective cell cores 
more clearly for the automatic algorithm.   

 
To identify convective cell cores, two basic conditions have been defined to distinguish between 
convective and stratiform precipitation. On the one hand an intensity threshold for convective cell 
cores has to be considered, which was set to 8.12 mm/h. On the other hand the spatial variability of 
convective precipitation has to be considered. To check these conditions a 7 x 7 grid point matrix was 
again taken into account. The algorithm checks the differences in precipitation from the central grid 
point to the surroundings. Potential cell cores must have a larger precipitation intensity than its direct 
surrounding grid cells, and grid cells in larger distance to the central grid point of the matrix must have 
a certain precipitation difference to them.  
 
For tracing convective cell cores from one time step to the next time step, additional data were needed. 
Thus, six hourly means of NCEP/NCAR reanalysis data for u- and v- wind vectors have been used 
(HARRIS 2008). To recover a cell core in the next time step from a radar image, a displacement vector, 
based on the reanalysis wind data, will indicate the expected position of the cell core. From the end of 
this displacement vector a searching area is defined to look for cell cores. In the case the algorithm 
finds a cell core within this area an identical ID number is assigned, otherwise the cell core is 
dissolved or a cell core beyond the area is assigned with a new ID number. A shortcoming of the 
algorithm is that merging and splitting of convective cells cannot be considered and the assumption 
that convective cell cores always shift with the mean stream direction of the troposphere.  
 

 5. Results 
 
The whole dataset consists of 89671 cell cores, which mostly occur under southwesterly flow direction 
(59.6%). The second most frequently-occuring weather type for convective cells is the northwesterly 
flow (18.1%), followed by the undefined flow direction (17.3%) and the southeast (3.9%) and 
northeast (1.1%) flows. To get an overview of the large dataset of convective cells and their tracks, a 
line density per km2 was calculated within a radius of 1.5km. Figure 2 shows the most interesting 
stream directions for the whole period of investigation. First of all the results show different regions 
for the highest densities of convection, highly depending on the stream direction. Southwesterly flows 
show a very high density of convective tracks caused by the eastern side ridge of the Taunus 
Mountains (c), which moves to the Wetterau Basin (g) and Lahn Valley (h) east of the Taunus 
Mountains (Fig. 2). The western part of the Taunus Mountains (d) shows significantly lower densities.  
Northwesterly flows show a significant high density of convective tracks at the Odenwald Foothills (f) 
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in the southeast of the investigated area (Fig. 2). Much less densities are located across the whole 
Taunus Mountains, but with a slightly higher density north of the Main Taunus Ridge (b,c,d). The 
comparison between summer and winter shows a more homogenous distribution of convection during 
the summer period than for winter times (not shown).  

 
 
 6. Conclusion 
 
The distribution of convection is highly heterogeneous over the area of investigation. The number of 
convective cell cores does not much correlate with elevation but some specific elevated areas have a 
large influence on convection.  Considering the shadowing effect at the highest mountains, it is still a 
little bit surprising that there seems to be only a small influence by the Main Taunus Ridge to the 
occurrence and initiation of convection. Especially southwesterly flows show an enhanced initiation of 
convection due to mountain ridge perpendicular to the flow, and additionally, a further development of 
the cells downwind the mountains.    
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1. Introduction 
 
Flooding is one of the most serious natural  disasters in China, and has caused huge 
losses year by year. The devas tating flood s was not only obser ved in large river 
basins, but  also in the newly developed urban area, particularly in the south and 
southeast coastal area where the fastes t economic development has been observed 
in the past decades, and also frequently heavy rain caused by tropical storms. Flood 
forecasting has played key role in flood management, particularly for saving lives, so 
to advance the flood forecasti ng techniq ues and improve the flood forecasting 
accuracy has long been the goal of hydrol ogical communities. This paper presented 
some research results in coupling physi cally bas ed distributed hydrological model 
with radar estimated precipit ation, for flash floods both in river basins and coastal 
urban areas. The method is ca lled by the author as new  generation flood forecasting 
method. 
 
2. CINRAD radar in Guangzhou and precipitation estimation 
 
CINRAD(Chen, et. al., 2009) is China’s la test generation weather radar that can 
detect heavy rain at an interval of 5-6 minutes at 9 elevation angles in the precipitation 
detection mode with a maximum radius of 460k m. It is expected that CIN RAD will 
contribute to the observation of extrem e storms and estimate precipitatio n 
quantitatively over much of populated China at high temporal and spatial resolution. A 
preliminary study to G uangzhou CINRAD data quality c ontrol and precipitation 
estimation carried out by Chen, et. al.(2009) showed that it is possible to c ouple the 
CINRAD estimated precipitat ion with the distributed hy drological model for flood 
forecasting. In this study, the G uangzhou CINRAD is used to estimated the 
precipitation for both in the Liuxihe River basin and Dongguan City area. 
 
3. Liuxihe Model 
 
Liuxihe Model is a physically based distributed hydrological model( Chen, 2009, Chen, 
et. al., 2010). The model has several sub -models, including Basin Digitization Model 
(BDM), Data Preparation Model(DPM), Evaportranspiration Model (EM), Runoff 
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Production Model (R PM), Runoff Routin g Model (R RM) and Parameter Deriving  
Model(PDM). The BDM divides  the studied bas in into a number of cells horizontally, 
which are f urther divided into 3 layers vert ically. All c ells are cl assified as hillslope 
cells, river cells and reservoir cells accord ing to their flow a ccumulation; each cell 
having its own properties and model parameters. The DP M prepares data for every 
cell inc luding DEM, soil type, land cover ty pe, channel cross-section size, which is  
used to derive model parameters, and rainfall, which is either estimated from weather  
radar or i nterpolated from rain gauges. EM calculates the evaportranspiration 
occurring in the cells, and RPM determines the runoff produced in every cell. The 
runoff modelled includes surface runof f, interflow and underground flow. The 
saturation excess mechanism is  employed to  determine the surface runoff w hile the 
interflow is calculated using Campbell’s equation. Cell by cell RRM routes the runof f 
produced to the basin outlet. The runoff routi ng is divided into hi llslope routing and 
river routing. The PDM derives model par ameters physically based on t he cell’s  
properties, categorized as una djustable and adjustable par ameters. Unadjustable  
parameters, that incl ude flow direction and  slope of the hills lope cell, are derived 
directly from the cell’s properties. For the adjustable parameters, the initial values are 
proposed first based on the cell’s properti es, and then sensitivity analysis is  
performed cell by cell to te st the model’s performance sensitivity. Based on the 
sensitivity analys is, the parameters are adj usted to improve the model performance  
with an iterative procedure.  
 
4. River basin flash flood simulation 
 
The proposed new generation flood forecasting method has been studied extensively 
in Southern and Southeast China for river basin and urban area flood forecasting. The 
scale of the studied river basins includes sm all, medium and large-sized catchments, 
with the drainage area low to 92km 2, and high to 10,000km 2. For most of the cases 
only gridded precipitat ion interpolated from  rain gauges were used, but in Liu xihe 
Reservoir Basin, the CINRAD radar estimat ed precipitation was tested. The Liuxihe 
Reservoir Basin(Chen, et. al, 2010) is located in a tributary of the upstream of Liuxihe 
River Basin in southern China. The basin is mountainous with a drainage area of 539 
km2. A dam is built in the outlet of the basin named as Liuxihe Dam. The area is humid, 
and was affected by floods frequently. 
 
Data of 13 flood events in the past decades we re collected. Precipitation from 6 rain 
gauges was collected for all the 13 events, but  radar reflectivity for precipitation 
estimation from the Guangzhou CINRAD was retrieved only for 3 events. The 
reservoir inflows for all 13 events are der ived from the water balance equation based 
on the observed reservoir operation records dur ing the events. The precipitation from 
6 rain gauges was interpolated to grid cells with the spatial resolution at 100m based 
on the Thysson Polygon method. Based on the algorithm for precipitation estimation 
with Guangzhou CINRAD(Chen,  et. al., 2009) , the radar data was first quality 
controlled, and then was used to estimate the precipitation, and corrected with rain 
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gauges. Fig. 1 shows the event accumulated precipitation for flood event no. 2 and no. 
5. From Fig. 1, it can be s een that the spatial precipitation distribution over the whole 
basin is rather uneven. 
 

 
(a) Flood Event No. 2 (b) Flood Event No. 5 

Fig. 1 Event-accumulated precipitation estimated from Guangzhou CINRAD 
 

The Liuxihe Model was set up in the studied basin at a spatial resolution of 100m grid 
cell, the DEM was surveyed locally at the spatial resolution of 100m, while the soil  
type and land cover type data are downloaded from the public domains. The model 
parameters are determined based on the observed flood events with rain gauges  
precipitation. Then floods were simulat ed with both radar and rain gauges estimated 
precipitation, Fig. 2 is the simulated results. 
 

(a)Simulation result of flood event No. 2 (b) Simulation result of flood event No. 5
Fig. 2 Liuxihe Reservoir Basin flood simulation results 

 
From the results of Fi g. 2, it can be seen that the resu lts simulated with rain gauges  
precipitation and radar estima ted precipitation are com parable, and fit the observed 
flood processes reasonably good. 
 
5. Urban area flash flood simulation 
 
Dongguan City is the one of  the fastest developing city in  southern China, which is 
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located along the south coastal. Dongguan city observed more frequent, much 
heavier storms in the past decade, and is the becoming the fourth most severe storm 
rain region in Guangdong Province. Due to  the dual implication of high economic  
development and severer storm, the city experienced serious flooding and losses in 
the past decade. The new gener ation flood forecasting method was studied and 
validated in the downtown area of Dongguan City. 
 
The studied area, with a dr ainage area of around 200km 2, is a downtown area wit h 
high density population and commercial buildings , while the most par ts of the rivers 
are covered with concrete roads. The whol e area was first divided into several 
drainage area based on the DEM and river networks as showed in Fig. 3(a), and then 
it was further divided into polygon cells as showed in Fig. 3(b), and the pipeline 
network is delineated with a survey data in recent years. 
 

 

(a)sub drainage area division (b) cell division 
Fig. 3 Flood simulation model set up for Dongguan City downtown area 

 
Data for two floods occurred in recent year was collected, one in July of 2006 that was 
induced by Typhoon Bilisi, anot her one is induced by Typhoon F engshen in June of  
2008. Precipitation from rain gauges for both storm wa s collected, and radar data for 
2006 storm was also collected. Fig. 4 sh ows the radar and rain gauges estimated 
precipitation respectively of 2006 storm. 
 

 

(a)radar estimated precipitation (b) rain gauge estimated precipitation 
Fig. 4 Precipitation estimated in Dongguan City downtown area 
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The floods  were sim ulated with both precip itation est imated from rain gauges and 
radar, Fig. 5 shows the simulated wate r depth for 2006 storm. There are some 
differences between the result s with radar and rain gauges estimated precipit ation, 
but in overall, both the simulated results fit the observation reasonably. 
 

(a)result with radar precipitation (b) result with rain gauges precipitation 
Fig. 5 Dongguan City downtown area flood simulation results 

 
Conclusion 
 
The method proposed in this paper is new one, the preliminary research results show 
that it is promising for flash flood forecasting, but it is still in its early stage towards the 
real-time operational use. Further efforts are still needed in China to apply this method 
in China such as high resolution dat a ac quisition, uncert ainty studies for flood 
forecasting, including uncert ainties in radar based precipit ation estimation, model  
uncertainties and real-time operational unce rtainties, and real-t ime implement ation 
environment and educational enforcement. 
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This study focuses on inter-seasonal weather prediction for China using 
statistical methods. The interaction between East Asian monsoon and westerly 
is one of the key mechanisms that det ermining major character of summer 
climate pattern in China. Many studi es have found several important physical 
factors that exert consi derable imp acts on the su mmer climate, which are 
ENSO cycle, the North Atlantic oscill ation (NAO) and spring snow cover over  
Tibetan Plateau. A  linear r egression equation consisting of the factors is  
suggested to make summer rainfall pred iction. The ENSO cycle is described 
by two spring SSTA trends referring developing and decaying phases of an El 
Nino event , respectively , corresponding to  quite dif ferent climate p attern in 
East China. Severe fl oods of ten appear in southern China in sec ond phase,  
and a dry climate usually appears in the north of China in the first phase. An 
inverse pattern of the summer rainfall again st El Nino is  the characteristics of 
La Nina ev ent. On the other hand, anomalous  westerly in mid-latitudes is in 
connection with NAO phase which infl uences the quasi-st ationary waves on 
the zonal flow and blocking loc ation and frequency being correlated to the 
summer rainfall pattern Besides, previous spring snow cover over the plateau 
could influence the coming summer rainfall . Statistics revealed that the more 
the snow cover, the more the rainfall along Changjiang River  valley, and vice 
versa. There are two approaches in predicting the rainfall pattern. The first is to 
predict the East Asian M onsoon index, by which the predicted rainfall field is  
made basing on regression method. The sec ond is directly to predict regional 
rainfall by the regression equation. A nd the regional predictions are then 
distributed to every weather st ation according to recent st atistics between the 
station and regional rainfalls. The st ation or regional pr ediction is then 
employed to estimate extreme weather event according to ‘Extreme V alue 
Theory” (GEV) in our case study . Fina lly, statistical conditions ar e discussed 
for the predictors and expected prediction.       
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 G1.1 

Comparison of calibration techniques for a limited-area ensemble 
precipitation forecast using reforecasts 
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1. Introduction  
 
The calibration of the precipitation forecasted at high resolution is currently a 
challenge for the ensemble community working with Limited Area Models, especially 
with respect to the improvement of the forecast skill for rare events. The potential of 
using reforecasts to achieve this goal has been shown in recent studies 
(Hamill et al., 2008; Fundel et al., 2010). In the present work, thirty years of 
reforecast of one member of COSMO-LEPS (the Limited-area Ensemble Prediction 
System based on the non-hydrostatic limited-area model COSMO) were used for 
testing the calibration strategy. Three calibration techniques were considered: 
Cumulative Distribution Function, Linear Regression and Analogs. The analog-based 
method was implemented in terms of the similarity of precipitation field, as well as in 
terms of the similarity of upper air fields representing the synoptic pattern.  
The impact of the application of these techniques to the ensemble precipitation 
forecasts operationally provided by COSMO-LEPS (10 km of horizontal resolution) in 
the years 2003-2007 was verified over the Emilia-Romagna Region (Northern Italy), 
Switzerland and Germany. The calibration of COSMO-LEPS is a part of the project 
CONSENS (CONSolidation of COSMO ENSemble), developed within the framework 
of COSMO (COnsortium for Small-scale MOdeling), which aims at consolidating the 
COSMO ensemble forecasting systems for the mesoscale. 
 
2. Data and methodology 
 
The calibration strategy was based on historical forecast and observed rainfall data 
available over the areas under investigation. Thirty years of reforecast of one 
member of COSMO-LEPS were run by MeteoSwiss. One reforecast run with a 90-h 
lead time was available every three days from 1971 to 2000. This model climatology 
is used to calibrate forecasts of all lead times, without considering the time 
dependency of model bias. (Fundel et al., 2010). According to the model climatology, 
the observed precipitation data were collected over the period 1971-2000 for Emilia-
Romagna and Switzerland; rather, the observed data over Germany were available 
only for the period 1989-2000. The rainfall data were interpolated on the model grid 
points which cover the areas under investigation using the nearest neighbour method 
for Emilia-Romagna, the SYMAP method (Frei et al. 2006) for Switzerland and the 
inverse-squared-distance weighting method based on the nearest three gauges for 
Germany. The 24-h rainfall amounts span the daily time window 08:00-08:00 UTC for 
Emilia-Romagna and the daily time window 06:00-06:00 UTC for Switzerland and 
Germany. The calibration techniques tested in this work provide corrections based on 
the Cumulative Distribution Function (hereafter, CDF), the Linear Regression 
(hereafter, LR) and the Analog method. The choice of these methodologies is due to 
the need of improving the quantitative precipitation forecasts (QPFs) provided by 
COSMO-LEPS, especially as an input to hydrological models. Thus, techniques 
which enable a calibration of QPFs and not only of the probabilities of exceeding a 
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 G1.2 

threshold were selected. The described methodologies were used to calibrate each 
member of COSMO-LEPS. The basic implementations of the CDF and LR methods 
were developed by generating a seasonal correction function for each model grid 
point. Each function was defined by using the historical data forecasted and 
observed over each grid point for that specific season.. This approach generates 
correction functions that are location (i.e. grid point) specific. For the CDF method, 
the calibrated 24-h QPF was determined by comparing the reforecast and observed 
CDF curves. The value of the observed data which had the same probability of 
occurrence of the current 24-h QPF was used as the corrected QPF value. For the 
LR method, the parameters of the regression line estimated on the basis of 
reforecast and raingauge historical data were used to correct the current 24-h QPF 
value. The analog-based methodology was applied using two implementations, which 
differ about the meteorological field used for the analog search. In the first 
implementation, the analog search was performed in terms of the similarity of the 
forecasted precipitation fields over the area under investigation. In the second 
implementation, the analog search was performed in terms of the similarity of the 
forecasted circulation patterns, evaluated in terms of the geopotential at 700 hPa, 12 
UTC (hereafter, Z700), over a spatial domain which is significant for the area under 
investigation to relate the synoptic circulation to the precipitation at ground. In the 
following of this paper, the first implementation of the analog-based method is 
referred to as “ANL” and the second implementation as “anlZ”. In both the 
implementation, for each 24-h lead time, the root-mean-square (rms) differences 
between each member of the current forecast and each reforecast day were 
computed, and averaged over the grid points. Then, the historical date with the 
smallest rms difference was chosen as the date of the analog day, then the gridded 
raingauge recordings of that past day were used as the calibrated QPF value. 
The effect of the calibration process was verified for 24-h QPFs operationally 
provided by COSMO-LEPS in the years 2003-2007. The probabilistic verification was 
carried out in terms of the attributes diagram and the Brier Skill Score (BSS). The 
verification was performed for each grid point with respect to percentiles of the 
climatological distribution of observed 24-h precipitation as threshold for the verified 
events.  
 
3. Results  
 
3.1 Comparison of the methodologies over Emilia-Romagna, Switzerland and 
Germany 
The statistical analyses, evaluated for different seasons, thresholds and forecast 
ranges, reveal an increase of forecast reliability and skill for the calibrated ensembles 
over Switzerland and Germany, except when the anlZ method is applied. However, 
the skill improvement resulting from the forecast calibration is small for Germany. No 
significant improvements of forecast reliability and skill are obtained for the calibrated 
ensembles over Emilia-Romagna; even, a worsening of the ensemble performance is 
obtained for the autumn season. Generally, the raw and calibrated ensembles 
provide overconfident forecasts and the calibrated forecasts show more reliability at 
lower probabilities. The greatest amount of skill improvement resulting from forecast 
calibration is obtained over Switzerland. The choice of the best methodology 
depends on the area under investigation. On the one hand, the ANL method provides 
the best performance over Switzerland; on the other hand, the CDF and LR methods 
are to be preferred for Germany. For Emilia-Romagna, the decision about the best 
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calibration method is not definite, depending on the threshold of the verified event. 
Generally, forecasts of lower precipitation events are more skilful than forecasts of 
higher precipitation events. A performance decay with the increase of lead time is 
evident. Comparing the performance over Emilia-Romagna, Switzerland and 
Germany, the raw forecasts show more skill in autumn, spring and winter over 
Emilia-Romagna and Germany than over Switzerland. Rather, the performance for 
summer is better over Switzerland than over Emilia-Romagna and Germany. The 
calibrated forecasts has more skill over Switzerland and, with a lesser extent, 
Germany than over Emilia-Romagna. The Figures 1 and 2 display results only for the 
autumn and spring seasons, considering the 80-th percentile of the 24-h 
climatological rainfall amount as verification threshold.  
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Fig 1. Attributes diagrams for the raw and calibrated ensembles over Emilia-Romagna (left panels), 
Switzerland (middle panels) and Germany (right panels) in autumn (first row panels) and spring 
(second row panels) at day 1 lead time, for the 80-th percentile threshold. The solid black line with 
squares is for the raw ensemble, the dashed fuchsia line with circles is for the ensemble calibrated by 
CDF, the dotted dark green line with diamonds is for the ensemble calibrated by ANL, the dot-dashed 
blue line with triangles is for the ensemble calibrated by LR and the double dot-dashed orange line 
with empty squares is for the ensemble calibrated by anlZ. The inset histograms denote the 
frequencies of the use of the forecasts for each probability bin. 
 
3.2 Testing weather-specific correction functions over Emilia-Romagna 
The lack of a remarkable improvement (especially over Emilia-Romagna) resulting 
from the application of the proposed calibration methods suggested the need of 
defining specific correction functions which should be able to link the model error to 
the meteorological situation. Actually, the poor performance of calibration can be 
ascribed to the lack of a strong relationship between forecast and observed data, 
which hampers to highlight a model error which has a systematic dependence on 
geography, orography and flow direction. To overcome this problem, the use of 
calibration functions which are weather-regime dependent is proposed. In particular, 
an easy way of doing this has been tested, building calibration functions which were 
specific for underestimation and overestimation model conditions. 
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Fig 2. BSS for the raw and calibrated ensembles over Emilia-Romagna (panels on the left), 
Switzerland (panels in the middle) and Germany (panels on the right) in autumn (first row panels) and 
spring (second row panels), as a function of the lead time of the forecast. Skill at the 80-th percentile 
threshold. The solid black line is for the raw ensemble; the solid fuchsia line with circles is for the 
ensemble calibrated by CDF; the dotted green line with diamonds is for the ensemble calibrated by 
ANL; the dot-dashed blue line with triangles is for the ensemble calibrated by LR and the double dot-
dashed orange line with empty squares is for the ensemble calibrated by anlZ. 
 
The basic idea of this approach was that, for each model grid point and season, the 
training sample of 24-h rainfall forecast and observation was divided in order to pool 
data which correspond to, respectively, underestimated and overestimated forecast. 
Then, a criterion needed for evaluating if the actual forecast corresponds to an 
underestimation or overestimation model condition. Finally, the corresponding 
calibration function was applied.  
A preliminary test on such a approach was carried out for the Emilia-Romagna case 
study. The calibration functions used for this test were based on the LR method. 
Different predictors were tested for the evaluation of the underestimated or 
overestimated model condition. The selected predictors were: the best analog in 
terms of rainfall field, Z700, Q700, the combination Z700-Q700, and the mean fields 
of Z700 and Q700 (specific for each flow regime). For the approach based on 
analogy, given a certain lead time, the best analog of the actual forecast is searched 
in terms of the selected predictor. For each model grid point, the forecasted and 
observed precipitation data of each past analog day were compared to determine if 
the forecast was overestimated or underestimated. Then, the current forecast is 
evaluated as an overestimation or underestimation model condition on the basis of 
what occurred in the selected past analog days. Finally, the specific calibrating 
function corresponding to the forecasted model condition was used. For the 
approach based on the mean field of Z700 (or Q700), the current forecast of Z700 (or 
Q700) was compared, separately, against the mean fields of Z700 (or Q700) 
corresponding to, respectively, the historical overestimated and underestimated 
forecasts occurred for a fixed flow regime. Unfortunately, the results are not 
satisfactory (Fig 3), as the performances of the calibrated ensembles are generally 
quite worse or similar to the performances of the raw ensemble. Therefore, the 
selected predictors seem to be not useful within such an approach for evaluating if 
the meteorological model is currently providing an underestimated or overestimated 
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24-h rainfall forecast. Nevertheless, the results obtained on the basis of a perfect 
forecast about the under- or over-estimation model condition are quite encouraging, 
showing that there is room for the improvement of the forecast by means of such a 
calibration approach (Fig. 3, lines labelled with “2LR PP” in the graph’s legend). 
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Fig 3. BSS of the raw ensemble and the ensembles calibrated by different weather-regime dependent 
implementations of the LR method over Emilia-Romagna, as a function of the forecast lead time. Skill 
at the 95-th percentile threshold. Results refer to the autumn (left panel) and spring (right panel) in the 
years 2005-2007, as Q700 was available only for such a period in the archive of COSMO-LEPS. The 
different implementations of the LR method are based on different predictors used for evaluating if the 
current forecast is providing an underestimated or overestimated 24-h rainfall amount: observations 
(2LR PP); best analog of rainfall field (2LR on 1 anlP), Z700 (2LR on 1 anlZ), combination Z700-Q700 
(2LR on 1 anlZQ), Q700 (2LR on 1 anlQ); similarity of the current Z700 (2LR on meanZ) and Q700 
(2LR on meanQ) fields to the corresponding mean field for a specific flow regime. 
 
Conclusions 
 
The statistical analyses revealed a positive impact of the calibration process over 
Switzerland and Germany; rather, no significant improvements resulted over Emilia-
Romagna. The choice of the best calibration method depends on the area under 
investigation. Results suggested the need of generating correction functions which 
are weather-regime dependent, as the model error is likely to have a systematic 
dependence on geography, orography and flow direction. As a future development, a 
multi-variable approach will be tested for improving this evaluation. This proposed 
approach should be based on the evaluation of upper air fields at different levels and 
times by means of a Principal Component Analysis, in order to find a better matching 
of the space-time evolution of the synoptic pattern.  
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In recent decades, many studies are getting focused on the climate change throughout 
the world and the damage from natural disasters has been getting worse. Flood disaster 
had especially caused the biggest damage on the record in Korea peninsula. Almost of 
the annual rainfall sum falls intensively in summer season like a typhoon and heavy rain 
season in Korea. And the quantity of precipitation has increased over recent years while 
the number of rain days has decreased. Since these variation properties of rainfall in 
Korea, it is hard to forecast the future weather conditions. But accurate results from 
precipitation forecasting are essential for protecting many lives from the flood disasters 
and managing water resources. Therefore we tried to improve quantitative precipitation 
estimation using neural networks (NN) and multi-sensor data such as satellite images, 
Automatic Weathering Systems (AWSs) measurements, Numerical Weather Model 
(NWM) outputs and Sea Surface Temperature (SST). In addition, we chose pixels in the 
East Asia which have high correlation coefficient between multi-sensor data and Korea 
precipitation measurements. In the results, we found that precipitation estimation with 3 
to 6-hour lead time was highly correlated with observed precipitation data. 
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ANALYSIS FOR TURBULENCE AND WIND GUST FACTOR IN SURFACE LAYER 

AFFECTED BY TYPHOON 
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Based on the turbu lence dat a obtai ned with wind gradient data fr om the u ltrasonic 

anemometer on the meteorological tower n ear Qingdao Coast, during the period of Ty phoon 
Matsa and Kh anun landfalling over the east ern China in 20 05, six  s trongwind peri ods in 
which av erage wind s peed per 10 min exceeding 8 m/ s we re sel ected. With t he ai d of t he 
vector analysismethod, th e turbulence c haracteristics, suc h as average wind velocity and  
direction change, turbulence and wind gust factors in sur face layer in East China during the 
the period of typhoon landfalling are analyzed.  

Gale appeared in large area of Qingdao City during the periods of the typhoons landing 
the Ea st Chi na. In the case of M atsa, the maximum wind s peed fr om Qi ngdao o bservation 
reached 20.8m/s (8 on  the Beaufort scale), while the one fr om Tuandao reached 24.0m/s ( 9 
on the Beaufort scale). Although the routine of Typhoon Kahnun was further away from the 
turbulence observatory th an the one of Ma tsa, the maximum wind speed still reache d 
18.0m/s(8 o n the Be aufort scale). The seq uential wind da ta we re obtained b y u ltrasonic 
anemometer d uring the perio ds o f the Ty phoon Mats a and Typhoon Ka hunm affect ed 
Qingdao City. 

In the paper, a subsample with the time interval being 10 minutes was consisted of 6000 

observation records which were t hree dimensional wind (referred  as Ux，Uy，Uz )  and 

temperature every 0.1 seconds. According to t he wind speed changing of the two case, 720 
subsamples were selected and the number of those of wind speed exceeding 8.0m/s were 395. 

In the study, polynomial fitting method was used to eliminate non-stationary fluctuating 
wind speed tendencies so that g ust velocity was the stationary random process. Time-height 
distribution of horizontal averaged wind speed U during the periods affected by the two cases 
was shown in Fig.1.  
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Fig1. Time-height distribution of horizontal averaged wind speed during the periods affected by 
Typhonn Matsha and Kahnun (unit:m/s) 

 

The results show that during the periods affected by typhoon, the turbulent fluctuation is 
instable, the ho rizontal and vertical wind velocity and direction change rapidly. Even though 
the tracks of the typhoons moved into the sea ar e different, and the turbulence intensities are 
obviously different in surface layer during different strongwind periods, according to Iu > Iv >  
Iw. The evolution of gust factor and turbulence is the same in the two typhoon processes. The 
turbulence and the gust factor increase significantly, when  wi nd velo city is increasing and 
direction is changing.  
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As the  im pact of  global climate change, extr eme weather phenomena such  as 
storms , increased te mperature i s an i ndisputable fa ct. As t he major i nvestment project, a 
massive s ocial and ec onomic benefits s ignificantly, and ther efore the  i mpact of sev ere 
weather has also increase sensitivity. Jiangsu in east China sea by th e territory of Riverside, 
by a var iety of w eather system, we ather a nd cli mate complexity, f requent severe weather, 
small-scale weather sy stems ar e rela tively active, h eavy rain , with  rain , thunderst orms, 
typhoons, tornadoes, hail, squall lines, cold, frost, wi nd, snow, fog in the region major severe 
weather [1]. Summer and autumn of tropical cyclones (typhoons), is affected the most serious 
kind in East China severe weather system, its main hazard is the wind greatly affect a wide 
range of hazards long dura tion and often accompanied by  heavy rain and heavy rain, in the 
coastal and river ar eas of t he st orm surge can cause a ra re [2]. Typhoon win ds, especially 8 
typhoon win ds, co nstruction an d operation of the project has a g reat infl uence on th e 
typhoon&#39;s strong wi nds an d other weath er d isasters, i mpact asses sment is  to design  
safety, construction safety requirement. 

Wind in the typhoon disaster in China has been a lot of analysis of the results of these 
researches, as the unit of administrative division to study the specific project for typhoon 
wind disaster area Local research is rarely mentioned. Research shows that climate statistical 
methods, can reveal the bridge site of temporal and spatial distribution of typhoon disasters. 
The Monte Carlo (Monte-Carlo) method is to solve the problem of small samples of uncertain 
design, is a random number to simulate the test method. The method of using random 
sampling observation by observation of the sample value statistics, the realization of the 
research system simulation. 

In this paper, Su Tong Bridge, for example, from 1949 to 2007, the bridge site typhoon 
wind data in their respective districts, by climate analysis, statistical analysis and Monte Carlo 
simulation of disaster damage, typhoon winds of the project area to assess disaster. So as to 
construction of large bridges and other large complex transportation projects, reasonable and 
effective, standardized job in disaster preparedness events, the maximum to avoid risks. The 
results showed that: 

(1) b ridge sit e fro m 19 49 to 200 7 ty phoon in t heir respective districts 7, 22 ty phoons 
crossing the edge or external airstream typhoon 146 typhoon affected bridge site area average 
of 2.5. Typhoon bridge DC from May end to 11 later this month are at risk of typhoons, but in 
July beginning of the September mid-typhoon occurrence frequency is relatively concentrated, 
the typhoon-prone period, which in August is the typhoon up to the month . 7 September the 
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typhoon affected the number of bridge site area ratio of t he total area in the north of bridge 
site to reach 84.9% of Nantong, Changshu City, south of the bridge site area 87.7%. Seriously 
affect the ap pearance of the bridge dis trict board level 8 ty phoon gusts above average 0.78. 
The impact of typhoon winds, gale winds occurred mainly in the southeast and the north side 
direction, while the s outhwest wind appears less likely. Seriously affect the bridge site are a 
for more than eight h ours for the i mpact of ty phoon winds in s ummer and au tumn 6 to 10  
months, concentrated  i n J uly-September, in the b ridge ar ea n orth of Nant ong, Ch angshu, 
respectively, south of the typhoon winds of the total 93.3%, 88.4%, Among them, most likely 
in August, in the bridge north and south, respectively, 34.9%, 44.4%. 

(2) This  article  Sutong  a case, the br idge district boa rd 8 ty phoon winds of  expected 
loss index of 0.2821, the potential economic losses of 206.75 million yuan, accounting for the 
province typhoon expected loss index of 48%, which bridge site area along the coast o f the  
special geographical location and Nantong in Ji angsu Province, Changshu is the  place acr oss 
the province is closely related to a major hurricane. 

 (3) by  S u T ong B ridge di saster of  ty phoon winds al so show t hat l arge-scale 
construction p roject p lanning and future operations should p ay particular attention to the 
landing h ere, cros sing the  ty phoon disasters and ex ternal i nfluence airfl ow caused  by the 
typhoon wind weather, construction tower cranes, etc. facilities should avoid setting up in the 
wind direction to av oid the risk of disasters caused by typhoon winds. The study also fou nd 
that, even if the t yphoon winds in J une and in October the chances appear s maller, but st ill 
great harm. Therefore, the typhoon wind project area should be proactive disaster prevention, 
prevention, and should establish project areas for environmental monitoring weather warning 
system, to receive an d di stribute t imely ty phoon f orecasting an d warning, a nd a 
corresponding typhoon emergency response procedures. 

In general, the more developed areas of regional economic population density, industrial 
density, the higher the level of industrialization, in which case a small p robability of extreme 
weather di sasters are causin g h uge eco nomic los ses, th e p aper winds o f T yphoon Brid ge 
Disaster preliminary risk a ssessment studies t o try  simil ar proj ects ca n pro vide a r eference 
meteorological disaster assessment. It is noteworthy that the typhoon winds and torrential rain 
disaster incl udes t wo as pects of dis asters, this d isaster l oss estimates c onsider only the 
typhoon winds, expected yield loss index and the calculation of the potential economic loss is 
limited, we will be strong winds and typhoons typhoons and storms in the risk assessment and 
risk management typhoon further study. 
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Study on Spatial-Temporal Distribution and Variation of Jiangsu 
Summer Precipitation 
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Extended abstract  
1 The temporal and spatial distribution of rain during summer in Jiangsu province 
1.1 The analysis of Empirical Orthogonal Function (EOF) 
According to the summer precipitation data obtained in 63 stations of Jiangsu from 1961 to 

2008，the spatial-temporal distribution were analyzed with EOF, the first 3 eigenvectors’ total 

variances have exceeded 70%, which basically represent the rain’s spatial distribution feature 
during summer in the recent 50 years in Jiangsu, while the other eigenvectors’ total variances 
are relatively less influential. 

The first eigenvectors’ variances contribution is 45%, which is a positive value according 
to the data of 59 stations in Jiangsu, it represents the first type of characteristics of the rain’s 
space distribution during summer in Jiangsu province, that means the whole province teems 
with rain or lacks rain. 

The second eigenvectors’ variances contribution is 23%, it repres ents the second type of 
characteristics of the rai n’s space  distr ibution during s ummer i n Jian gsu province, in t hat 
eigenvectors got fr om stations i n S outhern areas o f Yangtze Ri ver are positive while 
eigenvectors from t he ot hers are n egative, th at m eans to take the  Y angtze r iver as the 
boundary, the spati al distribution of rain in t he south is in contrary  to that in t he north, e.g. 
when the amount is much in the south, it is less in the north, or vice versa. 

The third eigenvectors’ variances contribution is 7%, the eigenvectors that most stations 
reckoned among areas between Huaihe Valley and Yangtze River are positive, and that of the 
other stations  are negative. It rep resents the th ird t ype o f characteristics of the rain ’s space 
distribution durin g su mmer in Jiangsu pro vince: the rain is relatively  more (l ess) in a reas 
between Huaihe Valley and Yangtze River while in the other areas is less (more). 

According to th e an alyses of the ti me coefficient corresponded with  the first 2 
eigenvectors (chart omitted), the first p rincipal component is concluded that the 1965, 1974, 
1980, 1987, 1991, 2003 are the typical years when the rain throughout Jiangsu is much more 
than mean value; 1966, 1967, 1978, 1994 are representative years with much less rain than 
average value in Jiangsu. From the second principal component we can find that 1965, 1972, 
1990, 2000, 2003, 2005 are the quite typical years with more rain in the north and less in the 
south; 1987, 1991, 1999 are the typical years with less rain in the north and more in the south. 
To sum up, typical years with relatively more rain or less are well-distributed, it a ppears all 
the time. However, the typical years when the rain in the north is opposite to that in the south 
appear i n the rece nt 20y ears, es pecially since the 1990s, it ha ppens more fr equently. in 

addition. 1965、1987、1991.2003 can be concluded into both of the distribution type, it can be 

found that the effect of EOF is not good enough, so based on EOF method and taking REOF, 
this article will make further analysis of the feature of the temporal and spatial distribution of 
precipitation in summer in Jiangsu Province. 
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What’s more, th e tw o curves also show  le ss signific ant upward or  down ward tr end, 
indicating t hat nearly  4 8 years in  Jiangsu Province, th ere is no s ignificant in creasing or 
decreasing trends of rainfall in summer. 
1.2 The analysis of Rotated Empirical Orthogonal Functions (REOF) 
In the preceding analysis, on the basis of EOF, We take the fir st 3 pr incipal components to 
rotate, and  t hen we get different ty pes of di stribution in p recipitation patterns i n Jiangsu 
province. The fir st rotated ei genvector’s variance contributes to 23 %. T he distribution 
characteristic of the eigenvector is shown in figure 1a: The high loa d primarily concentrated 
in the Y angtze River and the most area s outh o f it, named Souther n areas of Y angtze 
River-centered precipitation patterns. The second rotated eigenvector’s variance contributes to 
22%, the distribution characteristics of the eigenv ector is shown in figure 1b: The high load 
primarily conce ntrated i n H uaihe Valley and northern a reas of  it ca lled H uaihe- 
Valley-centered- Precipitation distri bution patt erns. The third rot ated eigenvector’s Variance 
contributes to  28%, the distribution characteristics of the eigenvector is shown i n figure 1c: 
The high l oad pr imarily concentrated i n most areas be tween the Y angtze River and Huaihe 
Valley, and also includes the southwest region of Jiangsu province, called areas between the 
Yangtze River and Huaihe Valley centered Precipitation distribution patterns. 

After analyzing th ree ei genvector o f each corresponding perio d o f comparison map 
(figure 2), the three curves’ maximum or minimum well reflect the relevant area of very wet 
or dry year. In the middle of the 1960s and 1970s, years with abnormal rainfall to o much or 
too little came frequently in northern areas of Huaihe Valley; years with less rain were quite 
frequent in southern areas of Y angtze River. In  t he early 1970s, d roughts and floods ofte n 
happened abnormally among areas b etween Huaihe Valley and Yangtze River. From the late 
1970’s to the late 1980’ s, the whole province enjoys a relati ve stab ility in p recipitation 
changes, hardly with any exceptions. From 1990s to now, northern areas of Huaihe Valley and 
southern ar eas of Y angtze River entered a peri od o f abn ormal and freq uent dro ughts and  
floods, and strength kept intensing. 

The three parts  th at is  d ivided b y s ummer precipitation  are i n coi ncide with la nd 
distribution of Jiangsu, so it can be put into forecast business practice. 
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Fig.1 The first, second and third eigenvector fields of REOF 

Fig.2 The time series of PCA 
2 Inter-decadal Characteristics 

The f ig3 sug gest t hat fro m th e 1960s to th e middle of  the 1970s, the abnormal drought or 

flood y ears o ccurred easil y in  N orthern areas o f H uaihe Valley, and m ost years o f less 

precipitation occurred i n So uthern areas of Y angtze ri ver, and  during t he 1970s, t he 
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precipitation in southern areas of Huaihe Valley was negative anomaly. From the late 1970s to 

1980s, the vari ety of provincial precipitation relatively stays stable，and the precipitation in 

areas of Huaihe Valley w as positive anom aly while negative anom aly in most other are as. 

From 19 90s to  n ow, in  No rthern areas of Hu aihe and Sou thern areas o f Yangtze Riv er, the 

frequency and intens ity of abnormal drought or flo od y ears in creased, and th e re gional 

drought or flood years increased clearly. In 1990s the rain  was re latively heavy in sou thern 

areas of Huaihe Valley during summer. Since the 21st century, the years with relatively heavy 

rain in summer are quite common and the ty pe of northern areas of H uaihe Valley appears 

more frequently. 

 

(a)                                          (b) 

 

(c)                                          (d) 

 

116 116.5 117 117.5 118 118.5 119 119.5 120 120.5 121 121.5 122
30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

35.5

-80

-50

-20

-10

0

10

20

50

116 116.5 117 117.5 118 118.5 119 119.5 120 120.5 121 121.5 122
30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

35.5

-80

-50

-20

-10

0

10

20

50

116 116.5 117 117.5 118 118.5 119 119.5 120 120.5 121 121.5 122
30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

35.5

-80

-50

-20

-10

0

10

20

50

116 116.5 117 117.5 118 118.5 119 119.5 120 120.5 121 121.5 122
30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

35.5

-80

-50

-20

-10

0

10

20

50

116 116.5 117 117.5 118 118.5 119 119.5 120 120.5 121 121.5 122
30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

35.5

-80

-50

-20

-10

0

10

20

50

-409-



(e) 

Fig. 3 Interdecadal Change of space distribution of the rainfall in summer of Jiangsu 

during 1961-2009, (a) in 1961-1970, (b) in 1971-1980, (c) in 1981-1990, (d) in 1991-2000, (e) 

in 2001-2008 
3 The temporal and spatial distribution of summer rain day number 

From 1961 to nowadays, the number of summer rainstorm days (≥50mm/day）in Jiangsu is 

keeping gro wing (0. 18d/10y), especially since 21st century, it has  p osed a dramatically 

increase (0.82d/10y). There are some regional differences among the summer rainstorm day 

numbers of t hree different areas of Jiangsu. Fro m 1 961 to  now, the tre nd of t he in creasing 

numbers in S outhern areas of Yangtze River is more apparent than that in Northern areas of 

Huaihe Valley and areas between Huaihe River and Yangtze River. But since this century the 

days of  Northern a reas of H uaihe Valley in creased more c learly. Me anwhile th e events  of 

heavy rain greater than 100 mm or more has increased remarkable in recent years. 

Fig 4 the time series of summer rainstorm day number 
4 the exceptions of summer rainstorm 
As a whole, preci pitation extremes increased in Jiangsu from 1961 to 2 008, especially from 
this century. For example, the 24-hour rainfall in Xiangshui station of northern Huaihe Valley 
e h it an historic milestone of Jiangsu Province since the founding of China, reaching 737 .3 
millimeters i n Augus t 30, 200 0. As another example t he 24-hour rainfall of five stati ons 
reached the extreme value since the stations had meteorological record, the five stations were 
Yangzhou ( 249.0 millimeters), Y izheng (27 4.6 millimeters), Jiang pu (3 01.4 millimeters), 
Nanjing (207.2 millimeters), and Danyang (279.4 millimeters). 
 

Key Words: Spatial-temporal distribution, summer precipitation, rainstorm day number, the 

events of heavy rain 
References 
Li Zhenghua, Zhu Jinhong, Cai Jingning, Wang Shaowu 2005: Fl ood in Huaihe Valley since 

1470. Meteorological Monthly, 31(6), 24-28. 
Cai M in, Di ng Yuguo, J iang Zhi hong, 2007: E xtreme Preci pitation E xperimentation o ver 

Eastern China Based on L-moment Estimation. Plateau Meteorology 26(2), 309-318. 

-2 
-1 
0 
1 
2 
3 
4 

1961 1965 1969 1973 1977 1981 1985 1989 1993 1997 2001 2005

Northern areas of Huaihe
areas between Huaihe and Long River
Southern of Long River

-410-



Chen Huai, Wang Yongbo, Shi N eng, 2001: Climate secular change and base state over the 
mid-lower reaches of Yangtze River. Scientia Meteorologica Sinica, 21(1), 44-53. 

Li Xiaodong, Zhu Yafen, Qian Weihong, 2002: Spatiotemporal Variations of Summer Rainfall 
over Eas tern China during 18 80–1999. Ad vances in  At mospheric Sci ences, 19 (6), 
1055-1067. 

W. Qian, X. Lin, 2005: Regional trends in recent precipitation indices in China. Meteorology 
and Atmospheric Physics, 90, 193-207. 

U. Fuentes, D. Heimann, 2000: An Improved Statistical-Dynamical Downscaling Scheme and 
its Application to t he A lpine Precipi tation Climateology. Theo retical and Applied 
Climatology 65, 119-135. 

-411-



   
 
 
 
 

The characteristic change and analysis of its cause of 
recent precipitation in DPR of Korea 

 
KIM thaejin, SONG Chol Man  
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shma@co.chesin.com. 

 
 

In this paper, th e statist ical r esearch an d a nalysis on the characteristic ch anges of 
precipitation appeared since the early part of the 21st century in DPRK, and on clarifying its 
cause was described at various aspects.  

 
Available data and methodology are as follows; 
Observation data of precipitation amount (since 1918yr) at main meteorological stations 
and climatological stations,  
The northern hemisphere 500hPa height (NCEP reanalysis data)  
The Global and the East Asian regional climate research results presented recently,  
Correlation analysis method 
Linear and multi-regression analysis 
Composite method of charts 
 

The inter-decadal an d inter -annual cha nge of precipitation amo unt a nd sp ecially the 
regional precipitation distribution in  July, August was  a nalyzed by mea n and  v ariation 
coefficient and the recent change of summer seasonal Changma was also analyzed. 
In o rder to  clarify the  cause of cha nges i n pr ecipitation, the atmosp here circulati on 

background field s and the natural fa ctors (so lar activity, ice and snow c over, v olcanic 
activity) and the hum an factors ( chan ge of greenhouse gas Co2 concentration, deforest, 
desertification) and the factor analysis to climate change were used. 
 
The c onclusion o btained in th is p aper is th at the a nnual m ean pr ecipitation am ount, 

especially summer season precipitation had the  decreasing trend sinc e 1960 ’s and the 
increasing trend in Autumn season precipitation after 2000yr and the intensity of rainstorm 
was strengthen remarkably  compared with previous time. 
 
The study showed that the strengthening of zonal circulation in East Asia compared with 

the mid-20st century and the relative weakening of East Asia monsoon from it and the rapid 
increase o f the co2 concentr ation in the  air was cl osely related to  the recent change at  
precipitation.  
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An hourly updated convection-allowing forecast 
System in Shenzhen region 
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1. Introduction 

Recent achievement in radar data assimilation and the increasing computing power 
allow operational experiments to be performed to assess benefits and limitations of 
convection-allowing NWP on high-resolution QPF (Kong et al. 2007, 2008, 2009, 2010; 
Xue et al. 2007, 2008, 2009). An hourly updated WRF-ARW based forecasting system 
has been developed and run in realtime mode since March 2010 in Shenzhen 
Meteorological Bureau in Southeast China. It is a collaborative effort among the Center 
for Analysis and Prediction of Storms (CAPS), Shenzhen Meteorological Bureau 
(SZMB), and Shenzhen Institute of Advanced Technology (SIAT). The storm-scale 
forecasting system, called HAPS (referring to Hourly Assimilation and Prediction 
System), has a domain that covers the entire Guangdong province at 4km grid spacing 
and produces 6-h forecasts every hour, utilizing all seven S-band Doppler radars in the 
province by analyzing both reflectivity and radial wind into ICs using ARPS 3DVAR and 
cloud analysis package. This is the first step of a three-phase plan aiming to develop an 
advanced data assimilation and forecasting system in Shenzhen and surrounding 
region. The second phase will extend the forecasts to 12 h with expanded domain and 
analysis of other available observations in next 12 months. The third phase, taking 
another 12-18 months, will develop into a storm-scale ensemble forecasting system 
capable to produce high-resolution probabilistic forecasts of storms and precipitation. 
 
This extended abstract provides an overview to the HAPS forecast system , with some 
example cases from the realtime products. Three companion papers to this conference 
will present case verifications of some high profile heavy rain events, and sensitivity 
experiments aiming to identify key factors affecting QPF skill. 

2. HAPS overview 

The Hourly Assimilation and Prediction System (HAPS) has a domain of 840km by 
600km at 4 km grid spacing, covering entire the Guangdong province (Figure 1). The 
forecast model is the Weather Research and Forecast model system (WRF-ARW) 
V3.0.1.1, aided with the Advanced Regional Prediction System (ARPS) package to 
provide radar analysis and post-production of forecast fields. The ARPS 3DVAR and 
cloud analysis modules are used for realtime analysis of radar data (both radial wind 
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and reflectivity) from seven WSR-98D Doppler radars in the region. Every hour, HAPS 
produces a 6 h forecast over the 4-km domain within 30 min past the hour, with a wide 
range of QPF and other weather forecast products including 6-min interval reflectivity 
animation movies available in realtime to SZMB forecasters.  

In order to assure realtime storm-scale forecasts, two background forecasts are initiated 
at 00 and 12 UTC, respectively, at 12 km grid spacing covering a larger region (Figure 
1) using 0.5deg GFS analysis and forecast as IC and LBC to provide quasi-realtime IC 
background and LBCs for the 4 km storm-scale (or convection-allowing) forecasts. The 
LBCs for these background forecasts are updated every 3-h (from GFS). Each 12 km 
background forecast produces 48 h output, written every hour. GFS dataset are directly 
downloaded to SIAT computing system from NCEP data site. The GFS data lag time in 
average ranges from 5 - 5.5 h. As a result, a 12 UTC background forecast is used to 
drive storm-scale forecasts starting next 00 UTC and later, and a 00 UTC background 
forecast is used to drive storm-scale forecasts starting next 12 UTC and later. 

 

Figure 1. HAPS domain (4-km) and the background forecast domain (12-km). 

Storm-scale forecasts over the 4 km grid are produced hourly. Taking 00 UTC forecast 
as an example, it uses the 12-h forecast that is initiated 12-h ago at 12 UTC on the 
previous day as background, add reflectivity and radial wind data valid at 00 UTC, 
observed from seven WSR-98D Doppler radars in the region, through the ARPS 
3DVAR and complex cloud analysis module, and integrate 6 hours forward until 06 
UTC. The LBCs used for producing this forecast are hourly output from the same 
background forecast (13-, 14-, 15-, 16-, 17-, and 18-h in this example). Similarly, the 
storm-scale forecast initiated at 12 UTC uses the 12-h forecast that is initiated 12-h ago 
at 00 UTC on the same day as background, and adds radar data valid at 12 UTC. In a 
situation when the current background forecast is not available due to lack of proper 
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GFS dataset or any other reason, the previous background forecast will be used. For 
example, if the 00 UTC background forecast is not available, the 12 UTC storm-scale 
forecast will then use the 24-h forecast from the previous day (12 UTC initialization) as 
background, and use as LBCs the 25-, 26-, F 30-h  forecasts. 

All forecasts, including pre- and post-processing, are performed on SIAT’s Linux cluster 
- Dawning 5000 super computer system. The Dawning 5000 system has 72 computing 
nodes, each equipped with four AMD Shanghai 8374HE 2.2GHz quad-core  processors 
(total 16 processors, or cores) with 32GB memory (2GB per core). Four computing 
nodes, with a total 64 computing processors, are dedicated to HAPS by SIAT. 

3. Forecast products 

QPF products from the storm-scale (4km) forecasts, including 1-h, 3-h, and 6-h 
accumulated precipitation and derived reflectivity, along with other forecasted weather 
variables such as 2-m temperature and 10-m wind, are available to forecasters in 
Shenzhen Meteorological Bureau within 30 min after each forecast initialization at the 
top of the hour.  Figure 2 shows example QPF images with the observed 6-h rainfall 
map alongside. 

 

Figure 2. HAPS predicted 1-h (a), 3-h (b), and 6-h (c) accumulated precipitation valid 
0200 UTC 7 May 2010, along with the observed 6-h rainfall (d). 

Preliminary evaluations help identified approaches to improve HAPS for producing 
accuracy of storm-scale QPF, including the analysis of available non-radar observations 

a b 

c d 
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such as surface observations from AWS stations, the expansion of forecast domain to 
alleviate LBC impact, the use of advanced data assimilation including cycling of radar 
and other observation data. These are the main focus in the second phase. 
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Abstract 

In this work nonlinear downscaling is used to establish empirical relationship between 
different numerical weather model predictions and observed rainfall over the middle and 
south China. The numerical weather predictions mainly include rainfall forecasts of global 
models, mesoscale model and diagnosis rainfall from mesoscale model. The global 
numerical weather models are T639 model from China and Japan global model. The 
mesoscale model, AREM, is the operational model of Insitute of Heavy Rain, CMA, 
Wuhan. We use the high resolution terrain data and AREM synoptic-scale circulation 
calculated the rainfall of terrain forcing and rainfall of moisture flux divergence. The final 
objective is application the artificial neural network(ANN) to the four kinds rainfall for 
downscaling the precipitation about 2-3km resolution for diurnal rainfall forecast. The 
results indicated that the downscaling precipitation of ANN method not only is reasonable 
for moderate intensity rain but also maybe better to describe the fine structure of the high 
intensity rain events. 

 
1. Introduction  

Rainfall prediction on scales of the order of a few kilometers in space is a necessary 
ingredient to the fine weather forecast. But the high resolution numerical model should be 
more computer costs. So the downscaling precipitation is very useful for the operational 
weather forecast. Many approaches have been researched and operated in the world 
(Rebora, 2006). As is well-known to all, the different scale numerical models have 
themselves advantages of rainfall prediction. In this study nonlinear downscaling, BP 
(Back Propagation), is used to establish empirical relationship between different scale 
numerical weather model predictions and history observed rainfall over the middle and 
south China. The numerical weather predictions mainly include rainfall forecasts of global 
models, mesoscale model and diagnosis rainfall from mesoscale model. The rest of this 
paper is organized as follows. The data and methodology is introduced in section 2. To 
illustrate the working of the method and to test its performance ,in section 3 we apply the 
approach to one intense rainfall event and one month continuous experiments. Section 4 
is devoted to discussion and conclusions. 

 
2. Data and methodology 

We used four kinds of simulated precipitation, such as global numerical model 
precipitation, mesoscale numerical model precipitation, terrain impact diagnosed 
precipitation and moisture flux diagnosed precipitation. The global numerical models 
include Chinese operational model T639 and Japanese operational model. The 
mosescale model is an operational meso-scale numerical model AREMv2.3 in Wuhan 
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Institute of Heavy Rain of CMA. The ingredients of two diagnosed rainfall are the AREM 
outputs and high resolution DEM (Digital Elevation Model) data. The fig.1 is illustrated the 
schematic of the downscaling precipitation. Before the BP method is carried out, the five 
rainfalls are preprocessed by interpolation and pyramid matching (Zinner et al., 2002;Keil 
and Craig, 2007) to remove the displacement error. The resolution of final prediction is 
about 3km one tenth of the resolution of mesoscale weather numerical model.  
 

 
Fig.1. The schematic illustrating the downscaling precipitation 

 
 
3. Results 

During the 0100 UTC June,2010 to 0200 June,2010 a intense rainfall event occurred 
in south of China. The maximum rainfall was 211.7mm at Yulin station in Guangxi province. 
The results shown in Fig.2 is more suitable for the heavy rain. It can get fine structure of 
the heavy rain, but the lower resolution inputs precipitation can not describe the 
phenomena. But the region of  rainfall ≥10mm and ≤25mm is wider than the 
observation. The threat score of downscaling and global precipitation for one month test in 
Fig.3 indicated that the method had the positive impact on heavy rain. But the threat score 
of  ≥1mm, ≥10mm and≥25mm rain are lower than the global model. It maybe results 
from more false positive of downscaling approach. 
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Fig.2. The 24h accumulated precipitation for (a) observation, (b) downscaling. 

 

 
Fig.3. The threat score(TS) of 24h accumulated precipitation 

(red histogram is downscaling, black histogram is global model) 

 
4.Discussion and conclusions 

The approach discussed in this paper maybe more suitable for more than 50mm 
precipitation and more false positive for others. The method maybe takes advantage of 
the different scale numerical model, but the result seriously depended on the numerical 
model predictions. So the system error of numerical model is vital to the performance of 
the method. The further work will be focus on the remove the system error. 
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China Shenzhen Meteorological  Bureau, the Center  for Analysis and Pr ediction of  
Storms, and the Shenzhen Institute of Advanc ed Technology, in a collaborative effort, 
developed a realtime radar data assimilation and forecasting system, called HAPS – 
referring to Hourly Assimilation and Predi ction System. Using WRF-ARW modeling 
system with a grid spacing of 4km, H APS analyzes  radar data from seven S-band 
Doppler radars in the region every hour and produc es 0-6 h QPF. HAPS QPF has  
longer lead time compared to typical nowc asting s ystems, but location and intensity  
errors exist. A method is proposed to cali brate HAPS 0-6h QPF using Kalman Filter  
technique and blend with 0-3h nowcasting QPF. 
 
Past QPF and corresponding QPE are first matc hed in locations. Intensities of QPF and 
QPE of the same locations are analyzed to obt ain intensity calibr ation field, which wil l 
be applied to future forecasts to form calibrated QPF. Two location matching methods,, 
object matching and correlation coefficient matching, are tested and the later is selected. 
The working flow is : The correlation co efficient of the past 2h HAPS QPF and 
corresponding QPE is calculated over a 500km by 500km region. If the correlation 
coefficient is greater than 0.25, the QPF an d QPE are classified t o have same location 
and their intensity difference field, assuming Gaussian noise distribution, is filtered using 
Kalman F ilter method to have a smoothed ca libration field. Wei ghting factors are 
applied to the nowcasting QPF and HAPS QP F to produce intensit y calibrated and 
nowcasting calibrated QPF. Verification against automatic rain gauge data shows higher 
ETS scores for the calibrated QPF compared to those without calibration. 
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1．Introduction 

Huaihe basin is located in eastern part of China which is between the Yellow 

River and Yangtze River, composing the Huaihe river, Yihe river, Shuhe river and Sihe 

river, and its watershed area is about 270,000 square kilometers. As the weather and 

the changes of climate are complex in the basin, both the drought and flood disasters 

happened frequently here. As a result, it caused serious damages not only to people's 

lives, property but also to the sustainable development. The precipitation from June to 

August is about 53% of the annual precipitation (Cheng, 2004). Therefore, the 

precipitation from June to August is the main factor to determine whether drought or 

flood will occur and also the level of flood.  

Many researches have been carried out related to the spatial distribution of 

precipitation. Gregory et al. (2007) used gamma distribution to represent monthly 

rainfall in Africa. It shows that the gamma distribution is well suited to fit precipitation 

data and better to distinguish rainfall regimes. Nevertheless, the research on 

statistical characteristics of the spatial and temporal distribution of the precipitation 

probability in the Huaihe basin is a littler bit to hear more. The paper investigated the 

summer daily precipitation in the Huaihe basin based on statistical analysis. It reveals 

the features of the probability distribution of precipitation in the Huaihe basin over the 

lately 28 years, so as to provide scientific guidance to the best understanding of the 

precipitation pattern of the Huaihe basin and necessary climatic background for the 

daily precipitation forecasts. 

2. Data and Methodology 

The method introduced in this research is developed by using the daily 

precipitation records of meteorological rain gauges of 158 intensified observation sites 

in the Huaihe basin, during the summer from 1980 to 2007, which is defined from May 

31 to August 31 every year, totally 28 years. The daily precipitation data of 158 sites 

are reserved to study after excluding the sites which were removed or new 

established during the 28 years. The research area and sites’ location are illustrated 

as Figure 1. 

The density function of gamma distribution is used to estimate the probability 

distribution of daily precipitation. Specifically, a model proposed by Katz (1977) is used, 

which assumes that the probability distribution of daily precipitation is related to whether 

the day before the rainy day is dry or wet. Since the probability distribution of daily 

precipitation is related to whether the preceding day is dry or wet, and therefore the 
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 Fig.1. The Illustration of the test catchment and 

the locations of 5 stations in the test area. (①, 

②, ③, ④and⑤represent for Xixian, Fuyang, 

Shangqiu, Huaian and Lianyungang rain gauge 

site, and the black triangle represents the 

hydrographic station, representatively.). 

Fig 2. The scatter of shape parameter 

and scale parameter of gamma 

distribution of daily precipitation over 

Huaihe basin. 

 

 

 

 

 

 

 

stochastic process of precipitation could be described by a dual variable, that is, ((Jn-1, 

Xn), n = 1, 2, 3 ... ...), where J represent the nth day is a rainy day (daily precipitation > 

0 mm) as J equal 1, and it represent the nth day is not a rainy day as J equal 0. Xn is 

the precipitation of the nth day. The dual variable (Jn-1, Xn) express that the probability 

distribution of the nth day’s precipitation is related to whether the (n - 1)th day is rainy. 

The gamma distribution density function is shown in Equation (1). The complete 

gamma function is shown in Equation (2) ( Gregory et al., 2007) 

11( ) ( ) exp
( )

i
i

i i i i

x xf x 
   

  
       …… （1）  ，   ……（2）  

1

0
( ) it

i e t dt
   

Where x > 0, α i , β i > 0, i = 0, 1, 2. That is correspond to the unconditional rainy 

days, rainy day which has a dry preceding day (Jn-1 = 0, Jn = 1) and rainy day which 

has a wet preceding day (Jn-1 = 1, Jn = 1) separately. The samples of rainy days of 158 

sites in the Huaihe basin are investigated according to these three types, and both the 

rainy day which has a dry preceding day and the one has a wet preceding day are 

conditional rainy days. The shape parameter α i and the scale parameter β i, as well 

as the ix  and , are estimated by the maximum likelihood estimation(Gregory et 

al., 2007), that is, 

2
is

x


 , 2 s 2 . Finally, the probability density function fi (x) is 

calculated in a certain interval according to the formula (1) and (2).  

 

3．Result  

3.1 The parameter analysis of the unconditional and conditional rainy days  
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Sixteen stations were investigated as representative stations from five catchments 

respectively, the upper stream, the part stream between Wangjiaba dam and Bengbu 

station, the part stream between Bengbu station and Hongze Lake, the Yishu river 

watershed and the downer stream of Huai river below Hongze lake (Fig. 1).  

The shape parameter is less one order of magnitude than the scale 

parameter(Fig.2), indicating that the basin is a scale dominated region(Gregory et al. , 

2007), we knew that this kind of region is likely to have variable rain and more 

extreme events. During the 1980 to 2007, flood or drought occurs about every two 

years in the Huaihe basin. The relatively dry period is from 1985 to 1988 and from 

1992 to 1999. Severe drought occurred in 1999, flood occurred in 1991, 2003, 2007 

(Bi. et al, 2004). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig .3  Spatial distribution of shape and scale parameter on rainy days after a dry or 

wet preceding (a1 and b1), rainy days after a dry preceding (a2 and b2) and rainy days 

after a wet preceding (a3 and b3), respectively. 

The values of shape parameters of three rainy day types were all below 0.5(Fig 

3.a1~a3), this is indicating that the Huaihe basin does not belong to shape dominated 

region. It can be seen clearly (Fig 3.a2~a3) that the distribution of conditional rainy 

days’ shape parameter indicate more details of precipitation distribution which is more 

approximating the real situation.  
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It is clear that the values of scale parameters of the Huaihe basin were above 30 

(Fig3.b1~b3). As the scale parameter is large, the distribution of precipitation 

probability shows large variability. Further analysis shows that these scale parameters 

of such three types have large differences, mostly, i.e. β1 < β0 < β2. The amounts of 

precipitation of the rainy days which has a dry preceding day are smaller than that of a 

wet preceding day. Under the condition that the rainy day has a dry preceding day, the 

confluence area of Sha river and Ying river, the eastern part of the Huaihe river and 

the part stream between Wangjiaba dam and Bengbu station of Huai river of the 

Huaihe River, the eastern part stream between Bengbu station and Hongze Lake of 

Huai river, and the downer stream of Huai river below Hongze lake are all the areas of 

a higher probability of large precipitation amount. Under the condition that the rainy 

day has a wet preceding day, the eastern part of the Yishu river watershed, the region 

near the Wangjiaba dam are the center of a higher probability of large precipitation 

amount. 

3.2 Probability distribution of da ily precipitation of unconditional and 
conditional rainy days                

The probability distribution of daily precipitation of certain type of rainy days can be 

created by using the estimated shape parameter and scale parameter of gamma 

distribution. Five rain gauge sites, such as Xixian, Fuyang, Shangqiu, Huaian and 

Lianyungang were investigated as representative stations from the five catchments 

respectively. To evaluate how accurately the probability density function of gamma 

distribution reflect the historical situation, here give the gamma distribution density 

function and sample frequencies of the daily precipitation at representative stations 

under the condition that the rainy day has a dry preceding day(Fig. 4). 

 

 

 

 

 

 

 

 

 

 
Fig.4 Gamma distribution density function(solid line) and sample frequencies function(dot line) 

of the daily precipitation under the conditions of a dry preceding day at representative stations 

of Xixian (a), Fuyang (b), respectively. 

Furthermore, both the probability density curve of the gamma distribution and the 

sample frequency curve present the shape of reverse “J” (Fig. 4). The fitness of the 

two curves increased with the daily precipitation. As a result, it illustrates that the 

gamma distribution function can well describe the probability distribution of the daily 

precipitation under the two conditions. Although the estimation of the gamma 

distribution parameters is influenced by the content of samples and random vibration 
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(Wu et al., 2004), the probability density function of gamma distribution can better fit 

the frequency of the samples by using the daily precipitation records of 28 years in the 

Huaihe basin .To some extent, it reduced the influence that the random oscillation of 

the samples caused to the estimate of the probability distribution of daily precipitation. 

4． Conclusion and discussion 

From the view of estimated parameters of gamma distribution, Huaihe basin is the 

“scale-dominated” region where is likely to have variable rain and more extreme 

events. It illustrates that the extreme more or less rainfall events (i.e. drought or flood) 

often occurs in the Huaihe basin.  

Combining the probability density function of gamma with spatial distribution of 

scale parameter, it has been found that the precipitation amount of the rainy days 

which has a dry preceding day is smaller than the ones that have a wet preceding day. 

Under the condition that the rainy day has a dry preceding day, the confluence area of 

Sha river and Ying river, the eastern part of the Huaihe river and the part stream 

between Wangjiaba dam and Bengbu station of Huai river, the eastern part stream 

between Bengbu station and hongze Lake of Huai river, and the downer stream of 

Huai river below Hongze lake are all the areas of a higher probability of large 

precipitation amount. Under the condition that the rainy day has a wet preceding day, 

the eastern part of the Yishu river watershed, the region near the Wangjiaba dam are 

the center of a higher probability of large precipitation amount. 

Through the Kolmogorov-Smirnov (K-S) test and the comparison between the 

gamma distribution probability density function of the five representative stations，

such as Xixian, Fuyang, Shangqiu, Huaian and Lianyungang station，and the sample 

frequency of the daily precipitation records, it is proved that the gamma distribution 

function can be a adequate fitting to the probability distribution of the precipitation in 

summer of the conditional rainy days, which were given a wet or dry preceding day, of 

the Huaihe basin. The probability density distribution function Γ, to a certain extent, 

overcomes the influence that the random oscillation of the samples caused to the 

estimate of the probability distribution of daily precipitation. Applying the gamma 

distribution to get the probability distribution of maximum amount of daily precipitation 

in certain days is certainly a future avenue of research. 
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Abstract 

     Along the subtropics of the Northern and Southern Hemispheres, there exist belts of the 
subtropical highs. Due to the sea-land terrains, the belts of subtropical high usually split into 
several cells, and the cells are named subtropical highs. They dominate the activities of the 
subtropical synoptic systems and locate between the tropical easterlies and mid-latitude 
westerly. They are the ligament of the interaction between the tropical and extra-tropical 
circulation system. Some researchers[1-3] suggest that the anomalous subtropical high can lead 
to abnormal weather and climate, and it’s closely related with the monsoon, precipitation, 
ENSO events, and so on[4,5]. ENSO is the strongest signal[6] of interannual climate variability 
in the tropical Pacific and has an important impact upon the global interannual climate 
variability[7,8]. ENSO events are often associated with the anomalous wind in the subtropical 
trade-wind zone[9], so they are also have very close relationship with the subtropical high 
system north of the trade-wind zone. In our preliminary study, we also find that the North 
Pacific subtropical high can impact on ENSO and trigger the occurrence of ENSO events.  

In this paper, by using NCEP atmospheric reanalysis data, Hadley center sea surface 
temperature, and SODA6 oceanic reanalysis data from UMD (University of Maryland), 
contraposing the whole North Pacific subtropical high system, we first define several indices 
which quantitatively describe the 500 hPa subtropical high and the SLP subtropical high to 
analyze the interannual variations of the 500 hPa subtropical high and the SLP subtropical 
high. Then, we reveal the characteristics of the anomalous SLP subtropical high leading 
ENSO events and its triggering role for the establishment of an ENSO event on the 
interannual timescale. Results show that on the interannual timescale, the preceding 
anomalous SLP subtropical high can trigger the occurrence of ENSO events, and the 
anomalous surface wind field over the western tropical Pacific associated with the SLP 
subtropical high plays an important role during the above process by using the methods of 
correlation and composition. 

 In Fig 1a, we can know that when SLP subtropical high becomes weak, the 
corresponding summertime SLP weakens and a cyclonic circulation appears. The subtropical 
trade wind south of the subtropical high also becomes weak. The strong northwest wind 
appearing in the western Pacific subtropical high region will influence this area along with 
the abnormal westerly in the western tropical Pacific. The abnormal westerly may cause the 
western equatorial Pacific thermocline to deepen, and spread eastward in the form of Klevin 
wave, causing the SST in eastern equatorial Pacific to arise and the warm SST to develop. 
Finally, a matured El Nino (DJF(0)) event forms in winter. Comparing the Fig. 1b with Fig. 
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1c, we can see in Fig. 1b that when the SLP subtropical high weakens, the sea level pressure 
is anomalously west and weak in the summer(JJA(0)) of the El Nino developing period. At 
this time, the westerly over the south of subtropical high becomes anomalously strong and 
extends southward, and converges with the western tropical Pacific westerly anomalies. And 
then, a significant El Niño event will occur in the following autumn and winter through the 
above process. In Fig. 1c, when the SLP subtropical high weakens, although the sea level 
pressure field is also reduced, the location of the cyclonic circulation center moves eastward 
and northward, and no significant equatorial westerly wind anomalies appears at this time. 
So, there is no El Niño event in winter. All these have shown that when the SLP subtropical 
high is anomalously west and its intensity becomes weaker, which will benefit the 
subsequent occurrence of an El Niño event. 

 

Fig. 1 Composite summertime and following autumntime、wintertime sea level pressure anomaly in hPa（contour）, sea surface 

temperature anomaly in �（shaded） and surface wind anomaly in m/s（vector）in terms of years with weaker summertime 

surface subtropical high minus those in terms of years with stronger summertime surface subtropical high. Left panel (a) is 

based on all of the weaker and stronger summertime surface subtropical high years (17 years), middle panel (b) the years with 

ENSO events followed (10 years) and right panel (c) the years without ENSO events followed (7 years) 

The marine component of the ENSO event is characterized by anomalous warming or 
cooling of sea surface temperature in the tropical eastern Pacific Ocean. The sea surface 
temperature changes are mainly caused by the following factors: air-sea heat flux, horizontal 
advection, vertical advection, diffusion effect and so on. In the previous analysis, we found 
the subtropical wind anomaly in the early summer which is associated with the subtropical 
high anomalies played an important role in the formation of ENSO event. When the 
subtropical high weakens, unusual cyclonic circulation appears over the subtropical region, 
and the associated wind anomalies affect the subtropical and tropical coastline areas. This 
subtropical abnormal wind induces the westerly anomalies in tropical regions, which reduce 
the intensity of cold water upwelling over the tropical area. And the westerly anomalies 
appear on both sides of equator. According to the Sverdrup relationship, wind stress curl is 
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negative in the northern hemisphere, it leads the convergence of warm water over equatorial 
region and influences the distribution of the heat flux. As a result, the equatorial eastern 
Pacific sea temperature will rise and trigger the El Niño onset. Fig. 2 shows the differences 
of the physical fields between the strong subtropical high years and weak subtropical high 
years. Fig. 2a is the composite diagram of the fields’ differences under the (JJA0) anomaly 
in Figure 1b. Fig. 2b and 2c are the surface wind stress and the ocean surface current field 
anomalies respectively in the summer before the onset of El Niño when the SLP subtropical 
high appears changes. 

(a)                               (b)                              (c) 

 
Fig. 2. The composite of summertime (a) surface wind anomaly、(b) surface wind stress anomaly and (c) the ocean surface 

current anomaly in the El Nino developing year. 
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Abstract 

Using 6h and 24h accumulation precipitation product from T639, Japan, 

European centre and NCEP of National Meteorological Centre operational as 

ensemble prediction members, adopting “two steps set” as ensemble prediction 

method, setting up 6h precipitation multi-model ensemble forecast system initially. 

The system preprocess the model precipitation products that entering into the 

integration first, then uses analogy deviation  method to determine the similarity  of 

each member, takes gradually merge method to clustering the members , according 

to the similarity between each member with the other members, determines the 

weight index of each member, eventually brings out a new multi-model precipitation 

product. The currently system includes 6 hours step  accumulation precipitation 

product in 48 hours and 24 hours step accumulation precipitation product in 72 hours, 

                                                        
.The research is jointly funded by China Meteorological Administration infrastructural project  
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two times each day at 0000UTC and 1200UTC. The system does not depend on the 

historical data ,calculates speedy, which can satisfy the needs for operation. In the 

mean time, the weather inspection and statistics testing shows that, the product 

improves the forecast ability for extreme precipitation, and has been applied well in 

daily operation and weather security services of the Shanghai Expo. 

 

key words: quantitative precipitation forecast（QPF）； multi-model ensemble forecast; 

assemble method 
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Abstract: TIGGE database contains 10-16 day ensemble quantitative precipitation 
forecasts (QPFs) produced by numerical weather prediction (NWP) models from 
about 10 NWP centers around the world. How to make use of the different ensemble 
QPFs has been a subject of intense research interest. This paper discusses how to use 
Bayesian Model Averaging (BMA) to combine ensemble QPFs from different NWP 
models. Ensemble QPFs from three NWP models are used in this study: China 
Meteorological Administration (CMA), Japanese Meteorological Administration 
(JMA) and US National Center for Environmental Predictions (NCEP). The study 
area is the Southeastern China. Preliminary results are presented in this paper. 

 
1. Introduction 

Numerical weather prediction (NWP) models are an indispensible tool in today’s 
society, providing vital weather information for people so they can plan for their daily 
activities and prepare for severe weather hazards such as snowstorms, typhoons and 
flash floods. Traditionally NWPs produce singled valued deterministic forecast 
products such as quantitative precipitation forecasts (QPFs). More recently, forecast 
products such as ensemble QPFs from NWPs become popular because these products 
provide not only the most likely weather forecasts, but also associated uncertainty 
information. World Meteorological Organization (WMO) sponsored an international 
research programme known as THORPEX (The Observing system Research and 
Predictability Experiment), with an overall aim to accelerate improvements in the 
accuracy of one-day to two-week high impact weather forecasts. One key THORPEX 
activity is THORPEX Interactive Grand Global Ensembles (TIGGE) project, 
undertaken by scientists from different NWP centers around the world. TIGGE has 
assembled 10-16 day ensemble QPFs since 2006 from about 10 NWPs. 

The accuracy and reliability of the ensemble QPFs from a given NWP in the 
TIGGE database vary greatly, depending on the product types, locality and seasonality. 
It has been shown that even simple arithmetic average of forecasts from multiple 
models generally outperforms any individual forecast [Weigle et al. 2008]. The 
advantages of multi-model averaging in enhancing the skill of weather predictions 
have led to the development of more sophisticated averaging approaches such as the 
super-ensemble approach [Krishnamurti et al., 2000]. Recently, Raftery et al. [2005] 
developed a Bayesian Model Averaging (BMA) scheme and applied it to generate 
multimodel ensemble weather forecasts. BMA forecasts weigh individual forecasts 
from competing models based on how well each model forecasts agree with the 
corresponding observations. It provides not only the most likely forecasts, but also a 
realistic description of the forecast uncertainty [Raftery et al.. 2005; Sloughter et al., 
2007; Duan et al., 2007]. 
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Here, we are going to employ the BMA scheme developed by Raftery et al. [2007] 
and apply it to generate multimodel ensemble QPFs by making use of ensemble QPFs 
from different models in the TIGGE database. The purpose of this paper is to 
demonstrate if BMA multimodel ensemble QPF is better individual ensemble QPFs. 
The organization of this report is organized as follows. Section 2 reviews the BMA 
methodology. Section 3 describes data and experimental design. Section 4 presents 
the results. Section 5 provides summary and conclusions.  
 
2. The Bayesian Model Averaging (BMA) method: 

The BMA scheme generates multimodel probabilistic forecast, p(y|f1,…,fk), 
conditioned on individual ensemble forecasts, {f1,…,fk}, from all models: 

 

                           (1) 

 

where hk(y|fk) is the PDF conditioned on fk；k is the posterior probability of forecast 

fk being the best one.  
 We can use Logistic regression method to represent the probability of rain on a 
given day: 

           (2) 

where the  means to rain, and  is a predictor, equal to 1 if = 0 and 

equal to 0 otherwise.  
 Given a raining day, we use Gamma distribution to fit the precipitation amounts: 

                           (3) 

The means and variances of the fitted Gamma distributions can be estimated by 

 and , where  and 

.  Incorporating Eqs. (2) and (3) into Eq. (1), the BMA probabilistic 

QPF can be expressed as:  
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                   (4) 

  and  can be estimated for all models using forecasts 

and observations from the training period.  As for  and  , we can use 

expectation-maximization (EM algorithm) to get the estimated values.  
 
3. Experimental design and data 

We obtained ensemble QPFs from three NWPs in the TIGGE database (see Table 
1). We restricted our study area to Fujian Province in the Southeastern China. For 
demonstration purpose, we used two months of data to train the BMA (from 15th June 
to 14th August, 2009). 

Table 1 Models used 
Models S ource Ensemble size 
BABJ C hina Meteorological Administration 15 
KWBC National Center for Environmental Prediction  21 
RJTD Japan Meteorological Agency 51 
 
4.  Results and discussions 

Fig. 1 displays the raw ensemble QPFs of the three models along with 
observational data during the training period. The solid line represents the observation. 
The box and whisker plots indicate the means, plus/minus one standard deviations, 
and maximum and minimum of the raw ensemble QPFs. A good ensemble forecast 
should have as many observations inside the ensemble ranges as possible.  
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Fig.1. Forecasts compared with observations of 60-training days. 
 

Employing the BMA model presented in Section 2, we conducted a simple 
numerical study to generate BMA multimodel ensemble QPFs. By using 60-days of 
training data to fit the Logistic and Gamma models, we estimated BMA weights and 
all of parameters for the BMA model (Table 2). 

 
Table 2 The weights and parameters of the BMA model 

  weights a0 a1 a2 A B c0 c1 
BABJ 0.756 0.104 -0.723 0.456 1.235 0.26 0.495 0.242 
RJTD 0.146 -0.31 -0.499 0.656 1.355 0.228 0.495 0.242 
KWBC 0.098 0.31 -0.725 0.11 1.363 0.171 0.495 0.242 

 
Table 2 shows that BABJ model receives the highest weights of the three, while 

KWBC model receives virtually none, suggesting that BABJ has the highest skill 
among the models and KWBC model has no skill at all. A visual inspection of Fig. 1 
indicates that the spread of KWBC is very small and observations are mostly outside 
the KWBC ensemble ranes. This implies that KWBC is overconfident.  

To compare the performance of the BMA produced ensemble QPFs and the raw 
ensemble QPFs from the three models, we computed several performance metrics 
including RMS (Root of Mean Square), MAE (Mean Absolute Error) and CRPS 
(Continuous Ranked Probability Score) (For all of these performance metrics, smaller 
values imply better performance). The comparison results are shown in Table 3. 

 
Table 3 The RMS, MAE, CRPS values of raw and BMA ensemble QPFs 

 RM S MAE CRPS 

Raw Models 
BABJ 8407.1 11.96 5.18 
KWBC 7189.0 11.75 6.49 
RJTD 2389.3 6.95 10.70 

BMA 204.2 1.37 3.18 
   
 Table 3 shows the advantages of BMA ensemble QPF over the individual raw 
QPFs as all of the performance metrics of the BMA ensemble QPFs are clearly 
superior to those the raw ensemble QPFs. RMS, MAE and CRPS are indicators of 
accuracy. In order to illustrate how well the ensemble QPFs are calibrated against the 
observations, we calculated the 90% confidence intervals of the different ensemble 
QPFs. For a well-calibrated ensemble, 90% confidence intervals should contain 
approximately 90% of the observations. Table 4 exhibits the calibration results for the 
BMA and raw ensemble QPFs. The results indicate that BMA ensemble QPF has the 
best calibration as it is closest to 90%, while KWBC ensemble QPF is the least 
calibrated. 
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Table 4 The number of observations inside the 90% confidence intervals 
 BMA  BABJ KWBC RJTD 

Percentage (%) 0.81 0.16 0.08 0.49 
 
5. Summary and Conclusions 

We presented a BMA scheme developed by Raftery et al. [2005] and Sloughter et 
al. [2007] and applied it to generate multimodel ensemble QPFs for Fujian Province 
of the Southeastern China. With 2 month of training data, we estimated the BMA 
weights and BMA model parameters. Among the three NWPs, the BABJ model seems 
to perform better than the other two models based on the training data. The spread of 
RJTD model is very small, but poorly calibrated. The BMA ensemble QPFs are more 
accurate and better calibrated than the raw ensemble QPFs generated by the NWPs. 
This study suggests that BMA is a very promising statistical tool to post-processing 
the raw ensemble forecasts. 
 
Acknowledgement: The authors acknowledge financial support provided by Chinese 
Ministry of Science and Technology 973 Research Program [Grant #: S2009041002]. 
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1. Introduction 

Object-oriented or feature-based verification techniques are well suited for the 
verification of spatial Quantitative Precipitation Forecasts (QPF) in hydrological basins 
that have clearly defined lateral boundaries. SAL (acronym for Structure – Amplitude - 
Location), developed by Wernli et al. (2008), is a relatively new object-based verification 
measure which has gained rather wide popularity in Europe since its introduction. This 
technique has been applied for hydrological catchment verification at the Finnish 
Meteorological Institute (FMI) quite actively (Nurmi and Näsman, 2008, 2009a,b, 2010). 

SAL has three distinct components which consider the aspects of structure (S), 
amplitude (A), and location (L) of a precipitation field in a pre-defined domain, in our 
case a relatively large (30 000 square km) river catchment in the southwestern part of 
Finland (Figure 1). The amplitude component (A) measures the relative deviation of the 
domain-averaged QPF from the observations within the domain. Positive A values 
indicate an over-estimation of total precipitation and, consequently, negative values 
indicate under-estimation. Regarding the components S and L, coherent precipitation 
objects are identified separately in the forecast and in the observations, but with no 
matching to each other being performed of these objects. The location component (L) 
combines information about the displacement of the forecast precipitation field’s center 
of mass and about the error in the weighted-average distance of the precipitation 
objects from the total field’s center of mass. The structure component (S) produces 
positive values if the precipitation objects are too large and/or too flat, whereas negative 
values are the outcome when the objects 
are too small and/or too peaked. In an 
idealistic situation, a perfect forecast 
would produce zero values for each of the 
components, S=A=L=0. A comprehensive 
account on the SAL technique is given in 
Wernli et al. (2008). 

Typically (e.g. in the case of Wernli et al., 
2008), rain gauge observations are being 
used as “the observed truth” in SAL 
verification. One may want to argue that 
the spatial coverage of a given rain gauge 
network is not sufficient for realistic 
precipitation verification. The situation 
naturally varies from country to country 
and from area to area. The Finnish rain 
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gauge coverage is definitely not satisfactory to enable reliable verification. This can be 
confirmed by looking at Figure 1, where also the rain gauge distribution is shown within 
the domain under study. 

The “observed truth”, or the best “truth estimate”, is a fundamental issue in all forecast 
verification activities and every verification application. Originally, simply rain gauge 
data were exploited in analyzing and quantifying the observed state of precipitation. 
However, there remains a big representativeness issue due to the potential scarcity of 
observing rain gauge stations within the given domain(s) or catchment(s). To broaden 
our perspective on precipitation verification and to overcome the representativeness 
problem, radar-derived Quantitative Precipitation Estimates (QPE) based on FMI’s 
operational weather radar network were first applied. Unfortunately, also radar data 
exhibit well-known (and also not-so-well-known) pitfalls. The latest addition to the 
verification artillery is to use QPEs based on FMI’s pre-operational in-house 
modification of the Local Analysis and Prediction System (LAPS) (Albers et al., 1996). 

The LAPS version of FMI produces three-dimensional analysis fields of a number of 
weather parameters, precipitation being one of them. The LAPS products are used 
mainly in now-casting but utilization of LAPS analyses for verification purposes was 
considered of additional value of the application. LAPS adopts data fusion to perform a 
high-resolution analysis using statistical methods on top of a coarser resolution 
background state. The first-guess background field is the latest ECMWF forecast with 
its current horizontal resolution of c. 16 km. The fine-scale structures of the resulting 
3D-analyses are extracted from the observations. Therefore, LAPS relies strongly on 
the existence of high-resolution observations and especially on the availability of remote 
sensing data. The present FMI implementation of LAPS is capable of processing and 
ingesting several types of in-situ and remotely sensed observations like Synop/Metar 
and road weather observations, sounding data, radial radar winds/reflectivity (C-band) 
and various satellite data. There are currently two LAPS domains being operated and 
producing hourly analyses, one covering the Helsinki Testbed domain with a 1 km 
resolution, and the other covering the whole of Finland with a 3 km resolution. 

The SAL verification methodology was applied in the given hydrological river catchment 
(Figure 1) to deterministic QPFs originating from ECMWF and from two configurations 
of FMI’s operational regional limited area HIRLAM model. The RCR (Reference) version 
of HIRLAM runs at a similar 16 km resolution as the ECMWF deterministic forecasting 
system, whereas the meso-beta scale, MB71, version of HIRLAM boasts a 7.5 km 
horizontal resolution. It is the operational practice of FMI’s shift forecasters to produce 
grid-edited QPFs based on the NWP guidance (ECMWF, HIRLAM) at their disposal. 
These QPFs, referred to as MET_Edit in this paper, representing forecasters’ 
interpretation (or end product) of expected precipitation patterns were used as 
additional verifiable forecast products, applying SAL. 

Following the introduction, we present SAL verification results for QPFs based on four 
origins: (i) ECMWF, (ii) HIRLAM_RCR, (iii) HIRLAM_MB71, (iv) MET_Edit, using QPEs 
from three sources: (a) rain gauges, (b) radar, (c) LAPS. Statistical results are 
presented as seasonal averages and the data coverage is two years, from autumn 2008 
to summer 2010.  

2. Results 

Figure 2a shows a case example from summer 2010, highlighting how different a QPE 
field can look like based on available, or used, observational data. The left-hand-side 
precipitation distribution is based on rain gauge data, only, utilizing the Kriging analysis 
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method. One can see two bulls eye rainfall maxima at two individual gauge stations, 
with more than 50 mm of precipitation during the given 24-hour period. Nothing of them 
is seen on the radar-derived precipitation field in the center panel of the figure. The 
right-hand-side LAPS generated QPE has much of the same elongated rain band 
structure as the radar based distribution. However, the LAPS analysis seems to have 
captured some of the features of the northern rainfall maxima recorded by the rain 
gauge at that site. The QPFs produced for this summer case by the three models, 
ECMWF, HIRLAM_RCR and MB71, presented in Figure 2b, show marked differences. 
As expected, the coarser models (ECMWF, RCR) have less fine-scale details than the 
MB71 version of HIRLAM. 

From the SAL statistics in this case (not shown) it is difficult to make too strong 
conclusions. Each of the models was verified against gauge, radar and LAPS analyses, 
individually, i.e. we had nine pairs of comparisons. The best S (structure) scores 
(i.e. smallest values) were assigned to MB71, with S values of -0.27, 0.43 and 0.40 for 
the gauge/ radar/ LAPS reference, respectively. The highest S values were reported for 
ECMWF. 

The amplitude (A) and location (L) components are more of a mixed bag and there is no 
clear signal of which model would perform best in this summer case. For the amplitude, 
RCR would score best and MB71 worst when using gauge comparison. When 
comparing against radar or LAPS the differences in A are very small and the absolute 
values also small, indicating good performance. The L values are generally very small 
for all models and when using whatever comparison. This is a feature we have noticed 
also in our earlier studies and this SAL behavior requires more thorough investigation. 

The most typical way to present SAL statistics is to construct a two-dimensional, x-y plot 
of S (x-axis) vs. A (y-axis), where each individual plot marker indicates one S-L value 
pair for each 24-hour precipitation event during a given time period. Figures 3a and 3b 
show such a scatter plot for the summer period of 2010 by using radar and LAPS as the 
verifying “truth”, respectively. It should be noted that we had for the very first time the 
possibility to utilize LAPS based QPE in verification during the summer of 2010. 

One can immediately see the generally very high S values. Using LAPS as the verifying 
QPE produces somewhat smaller values than the radar-derived QPE. It is satisfactory 
to note that the, relatively speaking, best scores (i.e. lowest S values) are gained by the 
finest scale MB71 model, with average values of 0.99 and 1.29 for LAPS and radar 
comparison, respectively. The large S values are probably the result of not up-scaling 
our QPEs to the model resolutions, i.e. the results at least partly reflect implications 
from comparing QPFs and QPEs of differing resolutions. 

The best amplitude (A) scores during summer 2010 (Figures 3a and 3b) were achieved, 
on average, by the meteorologists’ grid-edited forecasts, with no bias (i.e. A ~ 0) visible. 
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It would be an attractive result if the meteorologists were able to add value on the NWP 
guidance they’re utilizing in their forecasting process. However, the deviation around the 
mean A is large. There appears to be some over-estimation of the precipitation 
amplitude for all of the models in this comparison. 

Aggregated seasonal SAL statistics from autumn 2008 until summer 2010 are shown as 
Table 1. Each of the four rows represent seasonal SAL component averages for the 
four QPF products when using radar-derived QPE as verifying analyses. The last box 
on the right shows, for comparison, SAL statistics based on LAPS QPE. As mentioned 
earlier, this was the first time when such analyses were available for verification 
purposes. The best/worst component values are indicated by green/red numbers. One 
can see most red numbers of the structure (S) component systematically associated 
with ECMWF and most of the green ones with the high resolution MB71 model. This is 
in line with what was seen already in the scatter plots of Figure 3 for summer 2010. 
Interpretation of the results for the amplitude (A) is not at all as clear as the situation 
seems to be somewhat different from season to season. The location (L) values are 
generally very small and the best/worst scores are, therefore, not highlighted at all. 
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3. Conclusions 

SAL behavior is still somewhat unclear to the authors. Some further investigations, 
especially into the location component (L), are called for. Comparison of SAL with some 
of the traditional verification scores as well with some other features-based verification 
measures (e.g. CRA, MODE) might be an interesting topic for further study. 

The SAL verification methodology has not yet been adopted by the hydrological 
community in Finland and presumably not elsewhere, either. Therefore, its potential 
operational implementation remains an open issue. Also, meaningful QPF thresholds 
(e.g. for 24-hour precipitation accumulations) for given hydrological basins would need 
to be defined. The threshold of only 0.1 mm per 24 hours applied in this study is 
definitely not one that would per se be relevant for any hydrological action taking. 

QPE based on LAPS analyses is under active research at Finnish Meteorological 
Institute, and LAPS awaits operational implementation in the foreseeable future. 
Understanding of observation uncertainty is one of the key issues in forecast 
verification. Much more research is required in this context. 

The overall statistics show that increase in model resolution seems to produce 
(relatively speaking) better SAL scores, at least for the structure component S. 
Comparisons between the LAPS vs. radar-based “truth QPE”, which was performed for 
the very first time in summer 2010 in Finland, do show considerable differences in the 
verification results, and this would signal that the QPE issue is not yet being solved. 
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1. Introduction 

Mesoscale Convective System (MCS) is one of the important weather system that may cause 
thunderstorm, gale, tornado, rainstorm and many other disastrous weather. Maddox defined MCC from 
the MCS for the first time by using satellite images in late 1980s. Anderson and Arritt defined another 
kind of MCS: a Permanent Elongate Convective System (PECS)—a flat meso-  system which has a 
longer life cycle and an eccentricity of 0.2-0.7. Data of automatic weather stations(AWS), 
NCEP/NCAR global 1o×1o reanalysis and satellite data are used to investigate the dynamical and 
thermo-dynamical mechanism of a PECS which cause the heavy rainfall in center of Jiangsu Province 
on July 4-5th, 2003. The results indicate some new important references for rainstorm forecasting. 
2. General synoptic situation 

From 4th 20:00 to 5th 20:00 July, there was a regional heavy rainfall process occurred in the middle 
of Jiangsu Province. 31 counties’ daily precipitation reached 50mm, in which 23 counties’ daily 
precipitation greater than 100mm. Nanjing reached 207.2mm and break the record since 1905. And 
Yangzhou’ daily rainfall reached Unprecedented 261.1mm. 

For the hourly GOES-9 satellite cloud top temperature(TBB), we defined TBB≤-32℃ as convective 
cloud , TBB≤-52℃ as stronger convective cloud and TBB≤-70℃ as the most strongest convective cloud 
region of this process. It shows the convective cloud(TBB≤-32℃) is the main meso-scale influence 
system and exhibit typical permanent elongate convective System characteristics, the eccentricity is 
0.5-0.6. The position and allocation of up and low level jet stream, shear line on 700hPa and 500hPa, 
the edge of subtropical high on 500hPa and the convergence line of MeiYu front provided 
advantageous environmental conditions for PECS development. 
3. Analysis on the activities and the caused rainfall of the PECS 

According to the hourly TBB  contour charts from 20:00 4th to 20:00 5th , we can find six PECS 
clouds which affected on this strong rainfall process.  

As the 2nd PECS cloud for an example, there were 4 scattered comma convective clouds born in 
the weak convective area in middle-eastern of AnHui Province at 23:00 4th July, which developed to be 
PECS at 00:00 5th in the course of moving eastward. Meanwhile, TBB dropped from -62℃ to -70℃. 
Then the clouds developed quickly and at 3:00 5th and became a permanent elongated shape, of which 
the area of TBB≤-32℃ reached 171561 square kilometers. Then the cloud kept on extending 
southeastward. At 03:00 5th, the 3rd clouds moved eastward and combined with the 2nd cloud, which 
resulted in an intensive PECS developed rapidly, TBB  got below -75℃. The area of TBB≤-32℃ is 
229770 square kilometers At 06:00 5th. Meanwhile, the meso-β clouds corresponding to the TBB≤-70℃ 
area of the 3rd cloud developed quickly. The MβEC clouds corresponding to the TBB≤-70℃ area of 2nd 
cloud moved southeastward. At the 9:00 5th, the whole clouds kept on moving eastward and became 
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 2

weaker, and at the 13:00 5th the cloud moved out of JiangSu Province. The MβEC clouds of 
TBB≤-70℃ lasted for 14 hours and weakened to the clouds of TBB≤-52℃. And at 17:00 5th ,the clouds 
of TBB≤-52℃ lasted for 17hours and disappeared over the sea. 

The moving eastward and combination of the 2nd and 3rd cloud is the main system which causing 
the rainfall along the YangZi River and in the south area in JiangSu Province. The rainfall happened in 
Nanjing during the two clouds combined. The development can be seen as 4 phases: born phase(23:00 
4th ～00：00 5th ), developing phase(01:00～05:00 5th ) , developed phase(06:00～08:00 5th ) and 
perishing phase(09:00～13:00 5th ). The phase during 01:00～05:00 5th was the concentrated rainfall 
phase in Nanjing, and at the 02:00 5th  the minimum TBB was below -75�. At 03:00 5th, the hourly 
rainfall was 57.3mm and 49.6mm in Jiangpu ang Nanjing respectively. The peak value of the rainfall 
is corresponded with the valley value of the minimum TBB. The rainfall and the TBB had negative 
correlation, i.e. lower the TBB is, stronger the precipitation is. The PECS going through developing 
and weakening with moving eastward, it caused heavy rainfall in YangZhou,ZhenJiang ,ChangZhou 
and NanTong. 

From the evolution of the clouds above, the PECS has a distinct character that is the MβEC clouds 
lining along the direction from southwest to northeast and new clouds being born and back-building. 
The clouds distribution and direction have correspondence with the shear line in low level and have 
important relation with the sustainment of the shear line and beneficial dynamic and thermal 
conditions. 

 
 
 
 

 Fig1. 

Fig1. TBB at 23:00 4th July                                    Fig2. TBB at 00:00 5th July 

 
 
 
 
 
 
 
 
 

Fig3. TBB at 03:00 5th July 

4. the dynamic and thermal conditions of PECS development. 

The PECS was excited and developed in the north edge of 500hPa subtropical high and at right 
entrance of the 200hPa up-level jet stream, where the distance from the ridge of subtropical high about 
of 7-8 latitudes. Meanwhile, the PECS located at the left of the southwest low-level jet stream on 
700hPa and 850hPa or the south of the shear line. The up-level divergence, low-level convergence and 
strong ascending motion formed very important conditions that can prompt the meso-scale system 

the clouds 
formed the 
2nd cloud  

3 

3 
2 

（2＋3） 
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PECS grow. The evolution of meso-scale PECS relates well to the evolution of positive vortex belt. 
The meso-scale PECS cloud cluster develops strongly because of the strong vertical motion caused by 
the vertical development of the nearby vortex belt. And it will be weaken or disappear when the vortex 
belt inclines, which results in the vertical motion weakening, and the related rain terminates at the 
same time. 

The low-level moisture and warm instability energy accumulation provided the energy for 
develop of the PECS. PECS and the heavy rainfall area is in the high value area of  K>34℃, the 
heavy rain center moving towards as similar as the big value of K>36℃. the helicity coupled the 
vertical velocity with vertical vorticity, which shows effectively the potential instability happen. Over 
the rainfall area ,the middle-low level is the positive helicity area, that the positive value center reach 
8×10－6m/s2 near the 600 hPa. The up level is the negative helicity area ,which the value center reach 
-5×10－6m/s2. The occurrence and development of the heavy rainfall and PECS is in correspondence 
similarly with helicity space distribution. 

 
 
 
 
 
 
 
 
 
 

Fig 4. vertical section along 119ºE of vorticity at 08:00 5th July       fig5  helicity on 700hPa at 02:00 5th July in 2003  

 

5. Conclusions 

(1)The PECS causing the JiangSu heavy rainfall is made up of many MβEC clouds which 
corresponding to the low-level shear line, and lining along the direction from southwest to northeast. 
And new clouds are born and back-building which have merged into PECS. The distribution and 
direction had correspondence with shear line in low level.  

(2) The heavy rainfall areas matched with TBB<-70�, lower the TBB is, stronger the 
precipitation is. During the mature period, the minimum temperature is below -75�, the convection 
break through the troposphere. 

(3)The strong up-level divergence,low-level convergence and ascending motion stimulated the 
meso-scale convection system in MeiYu front. The cyclonic vorticity which built up the cumulus 
convection activity was due to the PECS being with the positive vorticity region of the band area 
corresponding with the shear line. The evolution of meso-scale PECS relates well to the evolution of 
positive vortex tube. The Meso-scale PECS cloud cluster develops strongly because of the strong 
vertical motion caused by the vertical development of the vortex tube nearby. And it will be weaken or 
disappear when the vortex tube inclines, which results in the vertical motion weakening, and the 
related rain terminates at the same time. 

(4)PECS and the heavy rainfall area is in the high value area of  K>34�, the heavy rain center 
moving towards as similar as the big value of K>36� . The helicity coupled the vertical velocity with 
vertical vorticity ,which shows effectively the potential instability happen. The occurrence and 
development of the heavy rainfall and PECS is in correspondence similarly with helicity space 
distribution. 
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1 Introduction 

This paper presents a case study of radar-derived 

quantitative precipitation estimation (QPE) for the cool season 

in the complex terrain of California as shown in Fig.1, with a 

focus on developing a VPR correction algorithm for 

orographically enhanced precipitation processes.  It was 

commonly observed that precipitation amounts increase with 

distance up a mountain slope when a deep, moist layer of air 

rises over the mountain barrier. The increase is more 

significant with higher freezing levels since condensed 

moisture requires time to accumulate on particles before they 

reach the ground. The case to be discussed occurred on 13-14 

October 2009 in the central and northern California. At the 

beginning of 13th of October 2009, a very wet and windy 

storm struck central and northern California.  This storm was 

fueled by unusually strong upper jet energy across the Pacific 

and a surge of tropical moisture from former super typhoon 

Melor, which struck Japan earlier on the 8th of October 2009. 

It brought intense precipitation to the central and northern 

California.  Rainfall estimations are computed from WSR-88D 

observations with the developed VPR correction algorithm.  

For this winter storm, the rainfall estimation skill was 

increased using the new VPR correction algorithm, and the 

root mean square errors of 48hr rainfall accumulation 

compared to gauge was reduced from 2.09 inch (before VPR 

correction) to 1.55 inch (after VPR correction). The new VPR 

correction algorithm is described in the next section, and 

detailed case study results are presented in section 3. The last 

section, section 4, provides a summary. 

 
Fig.1 Map of the study domain..
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2. Methodology 

In order to obtain an accurate radar QPE in the current 

study was generated with the following 5 steps: 

1), Minimizing ground clutter contaminations in the QPE 

through a reflectivity quality control (QC); 

2), Reducing QPE errors due to orographic process, 

bright band, and radar beam sampling in the ice regions 

through a VPR correction; 

3), Mitigating discontinuities in the QPE due to beam 

blockages through a new way of deriving the hybrid scan 

reflectivity; 

4), Mosaicing  HSR fields from multiple radars on to a 

common QPE analysis grid; 

5), Reducing QPE errors by applying spatially varying Z-

R relationships representing different microphysical processes 

across the analysis domain. 

 

The current study, we mainly focused on step2 

developing a robust and effective VPR correction algorithm. 

This module is an extension of the technique developed by 

Zhang and Qi 2010 (hereafter, ZQ10), in which radar QPE 

errors associated with a bright band were corrected using 

single tilt apparent VPRs. The detailed VPR correction 

scheme is discussed in the rest of this section. 

2.1 Generate apparent vertical reflectivity profile (AVPR) 

The first step of the new VPR correction involes 

computing apparent VPRs by taking azimuthal mean of 

reflectivities from predefined precipitation areas with potential 

bright band contamination (ZQ10) and with radar sampling in 

the ice region. Each AVPR is computed for an individual tilt, 

and the areas are delineated according to the following 

criteria: 1) VIL (vertically integrated liquid, Greene and Clark 

1972) <6.5 kg/m2; 2) Beam blockage < 50%; 3) 

Reflectivity>=15dBZ and composite reflectivity > 30dBZ (to 

capture bright band peak) for bright band areas; 4) Reflectivity 

> 0 dBZ or composite reflectivity >30 dBZ for ice regions.  

 
Fig.2 The conceptual VPR model used in the current study. The blue dots represent the observed VPR, and the red line is the 

idealized VPR. The blue lines are bright band top (upper) and bottom (below). The solid green and dashed black lines are 

bright band peak and the 0oC height, respectively. 

The orographic enhancement effect (e.g., Kitchen et al. 

1994) is shown as an increase of areal mean reflectivity with 

decreasing height in the mean radar AVPR below the bright 

band bottom (Fig.2). Vertical pointing precipitation profiler 

radar data are used to derive the VPR slope for the orographic 

effect in the current study. The profiler data were obtained 

from two S-band precipitation profiler radars deployed during 

the National Oceanic and Atmospheric Administration 

(NOAA) Hydro-meteorological Test-bed (HMT, 

http://hmt.noaa.gov) in Nov. 2005 to Apr. 2006. The radars 

were located in Cazadero (CZC) near the west coast of 

California and in Alta (ATA) on the California Sierras as 

shown in Fig.1. These profiler radars measure time evolutions 

of the reflectivity structure along a vertical column with high 
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temporal (1min) and spatial (60m) resolution. Two orographic 

VPR slopes are derived, One is the west coast orographic VPR 

slope generated from CZC, and the other is the Sierra slope 

derived from ATA. For the central valley, the VPR slope is set 

to zero below bright band, meaning no orographic 

enhancement to the precipitation in the region. 

2.2 Parameterize apparent VPR 

Each single tilt AVPR is parameterized with a linear 

model (Fig.2), and the linear model is described by apparent 

bright band top, peak, and bottom heights and piece-wise 

linear segments with different slopes (α, β, γ and η). Three η  

slopes for three different areas (west coast ηcoast, central valley 

ηvalley and east mountain ηsierra) as shown in Fig.2. η coast 

(1.87dBZ/km) and η sierra (3.5dBZ/km) are average value 

obtained from CZC and ATA respectively. For ηvalley, we still 

set it zero because no profiler data can be obtained from the 

central valley. 

2.3 Apply apparent VPR 

The VPR correction is applied to the observed reflectivity 

field to obtain an estimated reflectivity near the ground, 

assuming a horizontally invariant vertical reflectivity 

structure. The correction is applied to each individual tilt and 

is only applied to areas with potential bright band 

contamination and with radar sampling in the ice region. 

Specifically, the areas for correction must meet the following 

criteria: 1) Height of the reflectivity bin is above the apparent 

BB bottom. 2) VIL<6.5kg/m2; 3) Reflectivity >20dBZ or 

composite reflectivity >30dBZ in the bright band region; 4) 

Reflectivity >5dBZ or composite reflectivity >30dBZ in the 

ice region. 

 
Fig.3 Hybrid scan reflectivity field at 12Z Oct. 14, 2009 before (a) and after (b) the VPR correction. The bias ratio field between 

radar estimated and gauge observed 48-hr rainfalls before (c) and after (d) the correction are also shown. The dash purple 

lines indicate the bright band area, and the dash yellow lines indicate the area where radar was sampling in the ice region.  
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3. Case study results 

        The case to be discussed occurred on 13-14 October 2009 

in the central and northern California. At the beginning of 13th 

of October 2009, a very wet and windy storm struck central 

and northern California.  This storm was fueled by unusually 

strong upper jet energy across the Pacific and a surge of 

tropical moisture from former super typhoon Melor, which 

struck Japan earlier on the 8th of October 2009. It brought 

intense precipitation to the central and northern California. In 

the current study, multiple VPRs are derived, one for each tilt. 

Each VPR (e.g., BB area and ice region) is obtained by taking 

azimuthal average of reflectivities along constant range circles 

at 1 km interval.  This VPR represents the mean vertical 

reflectivity structure as sampled by the radar at different 

ranges on a given tilt, including the beam broadening effect. 

Reflectivities in a given tilt above the bright band bottom are 

adjusted down to the BB bottom level (Fig.2) using the 

idealized VPR for the same tilt. After they reach the BB 

bottom, they will be adjusted down to the ground using 

orographic slopes according to different area and terrain 

heights. A hybrid scan reflectivity field is then constructed 

using the VPR corrected reflectivities. Since the VPR 

correction was applied down to the ground level, the beam 

broadening effect was totally corrected.  

 
Fig. 4 Scatter plots of event total rainfalls from the radar QPE versus gauge observations before (a) and after (b) the VPR 

correction. 

Figure 3 shows example hybrid scan reflectivity fields 

before (Fig.3a) and after (Fig.3b) the VPR correction. As a 

result of the VPR correction, reflectivities are reasonably 

reduced in the bright band area (indicated by the dashed 

purple line) and significantly increased in the ice region 

(indicated by dashed yellow line). The corrected rainfall field 

shows a more physically realistic and continuous distribution 

of reflectivity that is free of circular discontinuities. The bias 

ratio between radar QPE and gauge observations showed that 

the overestimation in the bright band area (dash purple lines in 

Figs. 3c and 3d) was slightly reduced by the VPR correction, 

while the underestimation was significantly mitigated where 

the radar was sampling in the ice region (dash yellow lines in 

Figs. 3c and 3d), and the improvement was relatively large.  

Scatter plots of the radar 48hr rainfall accumulations 

before and after the VPR correction  versus gauge 

observations are shown in Fig.4.  It is apparent that the VPR 

correction mitigated overestimations and underestimations, 

and resulted in the radar QPE that agrees better with the gauge 

observations (Figs. 4bvs. 4a). The root mean square errors 

(rmse) decreased from 2.09 inch to 1.55 inch, and the bias is 

increased from 0.66 to 0.77.  The correlation coefficient was 

increased from -0.01 to 0.27. 
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4.Summary 

 A new VPR correction was developed to reduce radar 

QPE errors due to bright band and radar sampling in ice 

regions. Further, an adjustment procedure was developed to 

account for the orographic precipitation process in the 

mountainous regions. The new VPR correction sheme 

successfully reduced overestimations in bright band area and 

improved underestimation in regions with radar sampling in 

the ice region. The new radar QPE technique will be 

implemented within the NSSL’s National Mosaic and Q2 

system (Vasiloff et al 2007; Zhang et al. 2009; 

http://nmq.ou.edu) for evaluation in real time across the 

Contiguous United States. 
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1. Introduction  

The melting of aggregated snow/crystals often 

results in an enhancement of the reflectivity observed by 

weather radars, and this is the so-called bright band 

(BB). The primary cause of the enhancement is a rapid 

increase in the dielectric constant of hydrometeors at the 

top of the melting layer followed by an increase of fall 

velocities of melting snowflakes toward the end of the 

melting process.  The locally high reflectivity causes 

significant overestimation in radar quantitative 

precipitation estimates if no appropriate correction is 

applied. When the melting layer is very close to the 

ground, it often occurs that only a partial bright band can 

be observed by the radar. Since no information is 

available below the BB can be obtained from radar 

observations, the partial BB often leads to large 

overestimations in radar QPEs.  To correct for these 

large errors, an empirical relationship of BB peak and BB 

bottom is developed from high-resolution precipitation 

profiler data. . The empirical relationship is combined 

with the BB top and peak information from the apparent 

vertical profile of reflectivity (VPR) and an estimated BB 

bottom is derived. Radar QPEs are then corrected based 

on the estimated BB bottom. The methodology has been 

tested for two events over the plain area in the United 

States.  The method is shown to be very effective in 

reducing the overestimation errors, and the corrected 

radar rainfall estimates compared much better with 

gauge observations than those without the correction.    
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2. Methodology 

a. S-Band Precipitation Profiler Data Analysis 

The profiler data used in this study were obtained 

from two S-band precipitation profiler radars deployed 

during the National Oceanic and Atmospheric 

Administration (NOAA) Hydro-meteorological Test-bed 

(HMT, http://hmt.noaa.gov) in Nov. 2005 to Apr. 2006.  

The radars were located in Cazadero (CZC) near the 

west coast of California and in Alta (ATA) on the 

California Sierras.  These profiler radars measure time 

evolutions of the reflectivity structure along a vertical 

column with high temporal (1min) and spatial (60 m) 

resolution (e.g., White et al, 2000, Matrosov et al, 2006).  

The data used in the current study was 5-min averages 

of the 1-min observations. 

Total of 6336 vertical reflectivity profiles were 

analyzed in the current study.  Among them, 2037 (605 

from CZC and 1432 from ATA) were identified as to have 

a low but complete bright band.  The criteria for having a 

low and complete bright band are: 1) there was only one 

peak below the 0°C height, where the 0°C height was 

obtained from a nearby sounding; 2) the peak must be 

well-defined in that an inflexion can be found both above 

and below the peak; 3) the inflexion points must be at 

least 100 m away from the peak (i.e., the bright band 

peak is at least 200 m wide); 4) the peak reflectivity must 

be at least 6 dBZ higher than the reflectivities of the top 

and bottom; 5) the bottom of the peak must be less than 

500m above the radar height.  From these profiles, the 

reflectivites of bright band peak (Zpeak) and bottom (Zbttm) 

were recorded.  The BB bottom reflectivity is subjectively 
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selected and it is usually the reflectivity several points 

(typically 100 ~300 m) below the bottom inflexion point. 

 
Fig. 1. Linear relationship between the bright band peak 

and bottom reflectivities measured by the S-Band 
precipitation profilers.  The data are from 2037 
observed profiles recorded in widespread stratiform 
precipitation. 

The manually identified BB bottom (Zbttm) and peak 

reflectivities (Zpeak) are plotted in Fig. 1, and a linear 

relationship is fitted to the data: 

      Zpeak=1.3167*Zbttm+1.0513             (1) 

This relationship has a slope larger than unity 

indicating that the BB peak intensity increases faster 

than the BB bottom intensity (Kitchen et al. 1994).  The 

correlation coefficient is 0.94, which suggests that more 

than 87% of the variability in the reflectivity of bright 

band bottom can be explained by variations in the 

reflectivity of bright band peak.  This indicates that, for 

well-defined bright band events, the peak and bottom 

relationship has relatively small spatial and temporal 

variations since the profiler data were obtained over a 

time period of seven months and in two locations 290 km 

apart.  It provides a high degree in confidence towards 

using the empirical relationship for the VPR correction of 

bright band effects. 

b. VPR correction for a low bright band in radar 

reflectivity observations 

The empirical relationship between BB peak and 

bottom intensities derived from the profiler data were 

used to refine the VPR correction method in Zhang and 

Qi 2010 (Hereafter, ZQ10).  The VPR correction in ZQ10 

was applied based on a 2-piece linear model fitted to the 

bright band layer in an apparent VPR (Fig. 3 in ZQ10).  

Assuming that the reflectivity below the apparent BB 

bottom is constant, the reflectivities in bright band area 

can be corrected for surface precipitation estimation 

according to (Eqn. [9] in ZQ10).  

When the apparent BB peak is too close to the 

ground (i.e., when the melting layer height is less than 

1500 m and the apparent BB peak height is less than 

1000 m relative to radar site level), an apparent BB 

bottom cannot be directly obtained from AVPR. In the 

current study, BB bottom reflectivity is derived from the 

empirical Zpeak – Zbttm relationship (Eqn.[1]) assuming 

that Zpeak in the profiler empirical relationship is 

approximately equal to the apparent BB peak reflectivity. 

The beam broadening effect was neglected because the 

effect is relatively small when the BB peak is below 1 km 

above radar level.  

After the BB bottom reflectivity is obtained, a BB 

bottom height hb is computed from Eqn.(2a) with the 

newly derived BB bottom reflectivity – if the apparent BB 

peak is less than 250 m above radar level or the 

difference between BB peak Zpeak and the reflectivity at 

the bottom of the VPR is less than 2 dBZ.  Otherwise, 

the new BB bottom height is computed by Eqn.(2b).    

€ 

hb =

hp − (Zbttm − Zpeak ) /α − − − − − − − − − −(a)

hp + (Zbttm − Zpeak ) /β − − − − − − − − − −(b)

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

                        (2)

 

 

where Zbttm is the new BB bottom reflectivity derived 

from the empirical relationship. α and β are the apparent 

VPR slopes above and below the bright band peak; and 

hp and hb are the heights of the apparent bright band 

peak and bottom respectively (ZQ10). 
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Fig. 2. Apparent VPRs (blue dots) and associated linear VPR 
model (red lines) for (a) KABR at 1000UTC 06 Oct. 
2009, (b) KEAX at 1700UTC 19 Feb. 2010.   

Once the idealized BB VPR is obtained, a reflectivity 

correction factor, ΔZ(r), is computed from the VPR 

according to the following: 

€ 

ΔZ(r) =
α • [h(r) − hp ]+ β • [hp − hb ];− − −h(r) > hp
β • [h(r) − hb ];− − − − − − − − − − h(r) ≤ hp

⎧ 
⎨ 
⎩ 

Zc (r) r∈BBA = Zo(r) r∈BBA − ΔZ(r)

         (3) 

Here, r is the range from the radar to any given gate 

and h(r) is the height of the beam axis at the gate; 

€ 

Zo(r)  and 

€ 

Zc (r)  represents the observed and VPR 

corrected reflectivities at any given gate within a BBA, 

respectively.  For a bright band situation, 

€ 

ΔZ(r)  is 

usually positive, thus the correction would only reduce 

the observed reflectivities after the correction.  

€ 

ΔZ(r)  

can become negative when h(r) – hp is so high that 

€ 

α • h(r) − hp[ ] > β • hp − hb[ ], and equation (3) may be 

potentially used to correct for underestimations in radar-

derived QPE when the radar beam is sampling upper 

part of precipitation clouds (i.e, the snow/ice region).  

However, this correction may not be very accurate if only 

one slope is considered above the BB peak. 

3. Case study results 

In the current study, multiple VPRs are derived and 

then applied for correction, one for each tilt.  These 

mean observed VPRs account for the beam spreading 

effects because the reflectivity were averaged at the 

same range on a single tilt, instead of over multiple tilts 

at a certain height. When applying the correction back to 

observed reflectivity, the beam spreading effects are 

implicitly accounted for.  This approach was found to be 

superior to the single-VPR approach, where one mean 

VPR is computed from observations of multiple 

elevations angles at closer ranges and then applied to 

the far ranges.  Experiments with the single-VPR 

approach resulted in some circular discontinuities (not 

shown) because the VPRs could not accurately account 

for the beam spreading at different ranges.  Using the 

VPRs for each tilt, the correction is adaptive to the range 

variation of the beam width and the BB distribution, and 

discontinuities in the corrected fields are minimized.  

Figure 3 shows example reflectivity fields before and 

after the VPR correction.  The inflated reflectivity in 

bright band area was corrected.  The corrected fields 

showed physically consistent distributions and were free 

of circular discontinuities that were usually caused by 

non-representative BB top/bottom heights in single-VPR 

approaches.  

 
Fig. 3. Base level reflectivities (upper row: a0, and b0) before 

AVPR correction, (low row: a1, and b1) after AVPR 
correction. The two columns are images from (column 1) 
KABR at 10Z Oct 06, 2009, and (column 2) KEAX at 
17Z Feb 19, 2010. 

 

The hybrid scan reflectivity field is converted into 

rain rate using one Z-R relationship (Z=200R1.6).  The 

rain rates are aggregated into hourly rainfalls and 
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compared to the surface gauge observations. Figure 4 

shows a comparison of hourly radar rainfall estimates 

before and after the BB VPR correction against gauge 

observations for the two events shown in Fig.3. The 

significant overestimations in radar-derived QPE of the 

KABR (Fig.4a), and KEAX (Fig.4b), were successfully 

reduced by the VPR correction. Radar estimates after the 

correction agreed much better with the gauge observations 

than those before VPR correction. 

 

Fig. 4 Scatter plots of hourly radar precipitation estimates 
versus gauge observations before (red dots) and after 
(green triangles) a VPR correction. The data are from (a) 
KABR at 1100UTC 06 Oct. 2009, (b) KEAX at 
1700UTC 19 Feb. 2010. 

4. Summary 

 High temporal and spatial (vertical) resolution 

profiler data from two sites were analyzed and an 

empirical BB peak and BB bottom relationship was 

obtained. The empirical relationship was combined with 

the apparent vertical profile of reflectivity (VPR) from 

volume scan radars to find the BB bottom height and 

intensity where a BB bottom cannot be identified from 

the apparent VPR. The new BB bottom identification 

method consistently reduced the overestimation errors in 

radar-derived QPE after the VPR correction, and the 

VPR corrected radar-derived QPE agreed well with rain 

gauge observations.  The VPR correction is most 

effective and robust for radars in flat lands because of 

relative uniform spatial distributions of BB. 
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Abstract 
Quantitative  precipitation forecasts (QPF) from NWP models used at the European Centre for Medium-Range 
Weather Forecasts (ECMWF) are assessed using an object-oriented verification method, the SAL measure (Wernli et 
al 2008). This method provides quantitative and detailed information about different aspects of QPF, a 
complementary method to assess performance of high resolution models, which are usually penalized by classical  
scores.  
 
1. Introduction 
 Numerical Weather Prediction (NWP) models are improving quickly due to the fast progress in 
computational and satellite resources, development in data assimilation, dynamics and parametrization of physical 
processes. One of the current challenges is the mesoscale horizontal resolution, and new difficulties arise, not only 
for model development, but also in validation techniques.  
 NWP classical verification issues have been often related to spatial scale of models and observations: 
representativeness of observations, impact of interpolation methods, relative loss of statistical significance or 
independence due to spatial and temporal correlation, and interpretation of different scores according to spatial scale. 
New verification  methods  deal with patterns and structures, a complementary approach to assess model 
performance, for instance fuzzy verification and feature/object oriented methods. 
 In the context of QPF verification, the Structure-Amplitude-Location (SAL) measure (Wernli et al.,  2008) is 
a feature-oriented measure that describes precipitation forecast skill, when verified against gridded observations, that 
gives quantitative and detailed information in terms of its different components. This information can be used to 
assess model performance from a different perspective, as well as to use it as further help in forecasting guidance. 
 The  SAL measure has been used to assess the ECMWF high resolution deterministic model and control 
member from the Ensemble Prediction System for 2008 over Central Europe. The verification assessment is further 
enhanced by taking into account pre-defined climatological regimes, which are used to stratify the dataset. The 
climatological regimes are computed using 28 years of re-analysis data (Era-Interim and ERA 40). The results of this 
verification exercise will be presented and they give a fair assessment to high resolution models when compared with 
coarser models. Further research is needed on the fine tuning of the SAL algorithm. Section 2 describes the 
methodology, section 3 describes the forecasts and observations databases, while results are discussed in section 4. 
Conclusions are drawn in section 5. 
 
2. Methodology 
a. upscaling observations 
 High resolution observations (HR) are upscaled (Cherubini et al, 2002) to obtain a precipitation analysis on a 
selected regular grid. For each gridpoint an estimate of observed precipitation is selected using one of the different 
existing methods, depending on the purpose of the study. A simple method is to take the average of the observations 
inside the gridbox; inverse distance weighting (IDW, Sodoudi, 2009) gives good results for 24h accumulated 
precipitation. Even though there are other possible estimation methods, IDW has been selected for this study. Any 
observations within a distance d from the gridbox center, where d can be the grid resolution or some proportion 
related (in fig. 1 d/sqrt(2) is shown), is considered. Then, the observed precipitation estimate is computed as: 
 
R = ∑r-αRi / ∑r-α  with α=2 
 
 For HR networks dense enough to cover the grid, this method can overcome the problem of missing data at 
most resolutions. The distance d can be selected, to some extent, according with the network density. Each model is 
compared with observations gridded at its resolution; in this way fair comparisons can be done. 
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Fig. 1. Selection of observations in the upscaling method used here 

 
b. The SAL method 
 The Structure-Amplitude-Location (SAL) method is an object-oriented verification method used to 
overcome limitations of classical methods. A detailed description can be found in Wernli et al (2004). The three 
components of SAL give an indication on the Structure, Amplitude and location of the error.  
 Negative values of the structure component S mean that forecast objects are too small or too peaked, while 
positive ones mean too large or too flat. Amplitude values correspond to the usual precipitation bias. Location 
component L ranges from 0 to +2, the larger the worse location of the center of mass or the relative position of the 
objects. For the three components, the closer to zero the better the forecast field.  

 
3. Data sets 
 QPFs over Central Europe (45-55N, 5-15E) on 2008 (366 days) have been compared with the HR 
observations available (provided by the different member states and collected at ECMWF). Daily precipitation (06-
06 UTC) from the High-resolution deterministic forecast (T799) and the Ensemble Prediction System (EPS) control 
forecast (T399) models have been assessed, using the 00UTC run and forecast steps t+54 and t+126 to represent the 
short and the medium range respectively. About 3000 stations provided data that have been gridded to 0.25 deg for 
T799 and to 0.50 deg for T399.  ‏

 
4. Results 
 The results relative to the time step t+54 for T799 are presented in subsection (a). In (b) and (c) the impact of 
different stratifications is examined, while (d) and (e) show comparisons of T799 with T399 (impact of resolution) 
are shown.  

 
 
 
 
 
 
 

Fig 2: T799 SAL plot and six selected forecast-observation plots. 
 

a. T799 
The SAL plot can help in understanding and comparing precipitation pattern. In a SAL plot, the X and Y-axes 
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measure the S and A components respectively, while L is plotted in different colours. A point in the plot describes 
SAL results for one comparison (one day of the period). The dashed lines show the median of the S and A 
distributions, while the shadowed rectangle shows the inter-quartile ranges (IQR). Each quadrant in the plot can be 
interpreted as follows: quadrant I for larger structures, larger precipitation (pcp); II for smaller structures (or less 
variance), larger pcp; III for smaller structures, lower pcp; IV for larger structures, lower pcp; IQR for better QPF; 
large Ls for clear bad location. The SAL plot for T799 over the domain and period described in section 3 is shown in 
figure 2, together with six selected plots (one for each group) of forecast-observation pairs. This SAL plot indicates 
over-population over I and IV, indicating larger structures, as well as the already-known positive bias, and also some 
cases of bad location.  

 
b. Impact of light precipitation bias 
 A filter has been applied to remove all days with precipitation less than 2mm/24h in order to overcome a 
well known bias of the numerical model.. 
 The impact of this bias can be further examined by stratifying summer-winter results, plots shown in fig. 3. 
The impact of light precipitation days is much more important in winter, as expected, when many cases of large 
precipitation are predominant; the overpopulation of quadrant I is small, while SAL components improve. These are 
clear indications that above this 2mm maximum precipitation threshold the model overcomes this known bias 
problem. Similar results (not shown here) have been found for other resolutions (T399), and other forecast steps 
(t+126). Therefore results shown in following subsections use this filter (2mm) in order to avoid this known bias. 

 
Fig. 3: Sal for the T799 model filtering out the small amounts of precipitations . Summer (left column), and winter 

(right column) 
 

c. Stratification on weather regimes 
 Further information can be obtained taking into account pre-defined climatological regimes, which are used 
to stratify the dataset. The climatological regimes are computed using 28 years of re-analysis data (Era-Interim and 
ERA 40), gathering days in four different clusters: Blocking, NAO+, NAO-, and Atlantic ridge. Figure 4 shows the 
weather regimes and plots for these four clusters. 

-457-



 

 
Figure 4: Patterns and SAL plots for the four weather regimes described in the text. 

 
 The kind of precipitation patterns expected for the different weather regimes is consistent with the SAL 
plots: in the Blocking case (cold and dry winters) the cloud of points shows positive slow and overpopulation of 
quadrant I, positive A and S. NAO+ (warm and wet winters, many cases of LSP) shows worse S (larger structures) 
and more overpopulation on I. In NAO- (cold and snowy winters, larger amounts of daily precipitation) the cloud of 
points is centralized, with a close to zero A component. Atlantic ridge (warm and dry winters) case shows a slightly 
positive slope but cloud of points much more centralized and very good locations.  
 
d. T799 and T399: impact of resolution 
 Figure 5 compares SAL plots for T799 (~25km) and T399 (~50km), showing similar SAL patterns 
(consistently, each one resolves patterns at its own resolution with similar performance): over-population over I and 
IV, indicating larger structures, as well as the already-known positive bias, and also some cases of bad location. T799 
gives therefore more valuable QPF as it provides patterns of similar quality with higher resolution. This kind of 
assessment using classical scores (e.g. root mean square error) can give better scores to the coarser grid model. 

  
Figure 5: SAL plots for T799 and T399 

 

-458-



5. Conclusions 
 Several problems arise using NWP classical verification methods when it comes to deal with HR forecasts; 
for instance, the double penalty problem can give better scores to coarser grid models, so new methods must be 
explored to assess NWP in fast development on their way to spatial mesoscale. The Structure-Amplitude-Location 
measure (a case of object-oriented method) gives quantitative and detailed information about different aspects of 
model QPF performance, assessing the skill of a model in representing precipitation patterns at its own resolution, 
and can help understand (both modellers and users) features improvement in QPF. 
 Performance of daily QPF from ECMWF models (both high resolution deterministic and EPS control 
forecast) has been assessed using SAL method, over Central Europe for 2008.  
 ECMWF T799 D+2 QPFs over Central Europe 2008 show overestimation of structure size (S), positive bias 
(A), location to improve (L), and number of objects distribution to improve as well. T799 and T399 perform 
similarly, each one at its own resolution, this means that T799 provides QPFs with the same performance but higher 
resolution, thus more valuable forecasts. 
 By selecting only those cases with maximum precipitation over a 2mm the assessment shows better 
performance, overcoming a known problem of positive bias in light precipitation cases. This behaviour is shown to 
be consistent by stratifying cases in winter and summer. Furthermore, using a clustering method to stratify the 
sample in four different weather regimes (NAO+, NAO-, Blocking and Atlantic Ridge), results show an overall 
consistency with this behaviour. 
 Results look promising and some further research is needed. Clustering algorithms with a higher level of 
complexity must be explored. The selection of the factor f used for the precipitation threshold in the object 
construction (R* = f Rmax) could be related  with regional sensitivity, weather variability, etc. Though the 
stratifications described (seasonal and flow-dependent) provide a large amount of information, some others can be 
explored as well. 
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1. Introduction 

Among the all dif ferent variables of meteorology, precipitation is the major source of 
water for agriculture, industry and munic ipal water use, whic h is also the most 
important for the hydrological cycle. Presently precipitation becomes the major subject 
in the field of meteorology and hydrology research and get s attent ion in the cl imate 
change research due to the significant vari ation in the amount and intensity. There 
have been many studies about forecasting of  precipit ation for dif ferent regions  
(Robinson, 2006, Peel, 2008, Becker et al 2006, Jin et al 2005). Barnston et al. (1996) 
used the canonic al correlation analysis ( CCA) which describes the correlation 
relationship between prediction and the global s ea surface temperature and 
precipitation. In this study, the C CA me thod was applied to forecast the temporal 
patterns evolution of precipitation wh ich was obtained from decomposit ion of  
observational data via EOF and Cyclostati onary EOF analysis.  Thus, this study 
primarily focuses on the  most conspi cuous component of seasonal cycle and 
evolution of the Korea pr ecipitation variable. Through comparison between the 
prediction outcome and observ ation from tem poral view, in s earch of the better 
statistical methodology of effectively fore cast the precipitat ion. The schematic 
procedure of this study is illustrated in figure 1. 
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Fig 1. Flow chart of analysis and prediction model 

2. Methodologies and Data Description 
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2.1 Methodology 

In the EOF analysis, sp ace-time data D(r,t) are represented in te rms of the loading 
vectors (L) and their principal component (PC) time series: D(r,t)=∑PCn(t)Ln(r), where 
Ln(r) and PCn(t) are specific  spatial patterns and their temporal ev olutions 
respectively. 

The CSEOF analysis is described in det ail by Kim and North (1997). In the CSEOF  
analysis, a sp ace-time datum are D(r,t) represented as D(r,t)=∑PCn(t)CLn(r,t), 
CLn(r,t)=LVn(r,t+d), where CLn(r,t) are  cyclost ationary loading vectors (CSL Vs) and  
PCn(t) are their corresponding princip al com ponent (PC) time series, The sp atial 
patterns is further constrained to be periodic with d. 

Canonical correlation analysis seeks vectors a and b such that the random variables  
a'X and b'Y maximize the correlation ρ=cor(a'X,b'Y). The random variables U=a'X and 
V=b'Y are the first pair of canonical variables.  

2.2. Data description 

There are two p arts dat a in this study , Korea precipit ation and sea surface 
temperature, which respectively obtained from Korea Water Management Information 
System Dat a Set and Internati onal Comprehensive Ocean-Atmosphere Dat a Set  
(ICOADS). 

These SST  dat a come from ICOADS, and t he sp atial covera ge is glo bal grid 2.0 
degree latitude×2.0 degree longitude, the grid 0°N-45°N, 75°E-150°E over Ease Asia 
which have 456 months (1972-2009) records of data are used in this research. And 61 
stations in Korea which have 444 months (1973-2009) records of data are used for the 
current study . The available dat a main tained with extens ive quality control and 
calculation of average of 3 months dat a, which are the most impor tant processes for 
studying the frequency and intensity. 

3. Analysis and Results 

The EOF technique and CSEOF  technique have been applied to the average of 3 
months precipitation data of 61 stations during 36 years in  Korea. The twelve leading 
EOF and CSEOF modes of SST data respectively account for 96.84% and 99.96% of 
the total variance; and the twelv e leading  EOF and CSEOF modes of precipitation 
data respectively acc ount for 97.12% and 97.62% of the total variance. The main 
motivation for employing this technique in the present study is to investigate the  
physical processes associated with the ev olution of the precipitation from the 
observation data. The first leading princi pal component time series of EOF and 
CSEOF analysis are shown in figure 2. 
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Fig 2. Principal component time series of EOF and CSEOF model 

Based on the twelve leading temporal patterns of EOF and CSEOF, CCA method was 
applied to these obtained princ ipal component time series respec tively with different 
lag month, the average correlation coefficient  with different lag m onths are shown in  
table 1.  

Table 1. Average correlation coefficients with different lag month 
Lag Month 0 3 6 9 12 
EOF-CCA 0.3109 0.3360 0.3197 0.3106 0.2926 

CSEOF-CCA 0.4342 0.4313 0.4313 0.4259 0.4215 

From the table, we can fi nd that the average correlati on coefficients of CSEOF-CCA 
model are better than EOF-CCA model’s. 

Then according to the function of EOFs  and CSEOFs technology and extrapolation  
with spatial patterns, we selected the lag 0 month, 3 months, 6 months, 9 months, 12 
months temporal patterns prediction and re versed to the precipitation pr ediction 
located at 61 stations. According to t he above analy sis and prediction, these two  
combined forecasting models prediction re sults wer e comp ared with precipit ation 
observation of 2009. In the test of these two combined models’ prediction, the scatter 
plots on the prediction and observation are shown in figure 3. 
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Fig 3. Scatter plots on the prediction and observation 

From the temporal view, the monthly av erage of prediction and observation were  
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calculated respectively, the comparisons between prediction from different methods 
and observation are presented in figure 4. 
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Fig 4. Comparison between observation and prediction using EOF-CCA and 
CSEOF-CCA  

There are some statistical quantitative verification measures of prediction’s method 
were calculated to evaluate the model perf ormance. The stati stical verification’s  
contrastive consequence is provided in table 1 for these two models. 

Table 2. The statistical quantitative verification measures of predictions 

Index SSE R2 RMSE Average 
Absolute Error 

Average 
Relative Error 

Lag=0 44084 0.46 63.31 44.01 0.59 
Lag=3 11703 0.86 32.62 25.19 0.30 
Lag=6 16783 0.79 39.06 27.38 0.36 
Lag=9 23404 0.71 46.13 34.98 0.42 

EOF-CCA 

Lag=12 27390 0.66 49.90 35.30 0.49 
Lag=0 4335 0.95 19.85 12.96 0.15 
Lag=3 6389 0.92 24.10 15.33 0.18 
Lag=6 11459 0.86 32.28 19.64 0.22 
Lag=9 15223 0.81 37.20 22.25 0.26 

CSEOF-CCA 

Lag=12 16382 0.80 38.59 22.15 0.25 

From the above contrast fi gures and the standard of verifi cation, we can found that  
the CSEOF-CAA combined prediction m odel has taken a more approximate 
performance, and has displayed the variat ion trends and evolution characteristics  
precipitation and variability along with re current seasons in Korea. So the 
CSEOF-CCA combined model is deemed the better prediction model.  

4. Conclusions  

Cyclostationary EOF analysis and CCA (CSEOF-CCA) prediction method is applied 
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to quantitative precipitation forecasting in Korea. Sea surface temperatures (SSTs) in 
the East Asia are used as predictors. The averages of 3 month data of SST in the East 
Asia and of precipit ation in Korea ar e comprehensively analy zed and forecasting 
using the EOF-CCA  technique and CSEO F-CCA technique respectively , and then 
compared the outcome evolved from predicti on with observation. The result s of this  
study indicate that the CSEOF-CCA prediction method has taken a more approximate 
performance; the average correlation coe fficients with different lag month in  
CSEOF-CCA are all higher than in EOF-CCA  model, the contrast  figures and the 
verification standard clearly show that the CSEOF-CCA model is the more effective on 
forecasting seasonal precipitation in Korea, and it has presented the variation trends 
and evolution characteristics of the precipitation along with recurrent seasons. So it is 
conclusion that the CSEO F-CCA model is potentially ef fective and useful in 
forecasting seasonal rainfall variations in Korea.  
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Introduction  
 

Rainfall p lays a key  role in the soci o-economic activ ities in  Cameroon whose econom y 
depends heavily on rain -fed agriculture. July-August-September (JAS) is th e peak month’s period of 
highest rainfall and more than  90% o f extreme precipitation even ts occur during this period . 
Therefore, applicati on of science for pr ediction and early  warning wit h g ood lead  ti me are v ital in 
enhancing agricultural production and water management. 

 
Generally it is not possible to p redict day to day changes beyond a week bu t possible to say 

something about t he li kely conditions av eraged over three months. The probab ilistic prediction of 
July-August-September ra infall is an i ndication of average precipitation  conditions in t he three 
months, across a region. It  aims to determine if t he next rainy season will probably be above norm al, 
near n ormal or below normal. This forecast d oes not re present only  the choi ce of  the most likely  
scenario (preferred), but the distribution of possible outcomes of the three predefined scenarios: "wet", 
"normal" or "dry." 
 

The objective of this presentation is to highlight the path taken by the Meteorological Service 
of Cameroon for over ten years in the provision of seasonal forecasts. 

 
Genesis of the Process  
 

Cameroon entered in seasonal forecasting through the first Re gional Climate Outlook Forum 
organized by th e Afri can Cen tre of Meteorological Ap plications for De velopment (A CMAD) and 
called PRESAO (Prévisions Saisonnières en Afrique de l’Ouest, le Tchad et le Cameroun). This forum 
brings together each y ear since 1998, climate forecasters from West Africa,  Chad and Cameroon in 
order t o develop a consensus foreca st of precipitation for th e region. T he foru m i s held during t he 
month of May and the target period of the forecast is July-August-September (JAS). The choice of this 
period takes account of two facts: firstly, the three months are the wettest for the region and secondly 
previous research has esta blished tel econnections between rainfall duri ng this pe riod and sur face 
temperatures of some ocean areas. The first fact stated above shows that the period JAS is a high risk 
period for  t he management of wa ter resources. T he second fa ct indicates that there are r eal 
opportunities to make a forecast of precipitation for the concerned period.  

 
Thus, thanks to the technical and scientific support of ACMAD and its partners, Cameroon for 

more than a decade takes place in the development of national seasonal forecasts for the JAS period.  
 
Fundamentals basis of our seasonal forecasting  

 
The seasonal forecasts are developed based on interactions between the ocean and atmosphere. 

These interactions are responsible for an indirect influence of the Sea Surface Temperatures (SSTs) on 
rainfall. Thus the SST s are ex planatory variables use to predict  th e rainfall which  is  t he response 
variable. The relationship between the two parameters can be put into mathematical equation through 
the construction of models.  

 
Construction of models  
 
The concept of predictor and predictand  

-465-

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text

makowski
Typewritten Text
P-24

makowski
Typewritten Text



The predictor: it is the parameter that in fluences an d whi ch is us ed t o p redict. In our case t he 
predictor used ar e Sea S urface Te mperatures extracted fr om t he specific boxes . T hese boxes ar e 
mainly ATL NW (2 0N-40N/30W-10W), ATL EQ (0-10S/30W-10E), NINO3 (10S-10S/150W-90W), 
and also EOF.  
The predictand: this is the parameter which reacts. In our case it is the cumulative rainfall, meaning 
the sum of the monthly totals for the period.  
The Pr incipal Co mponent Analysis (PCA)  met hod w as used t o di vide the coun try into  five rain fall 
zones that are: Zone Sahel; Zone Plateau; Zone Montagne; Zone Côtière; Zone Forêt. The zonal index 
is then calculated for each zone from the cumulative rainfall.  
 
The statistical approach  
 

It is to conduct statistical investigations to establish the mathematical equation expressing the 
physical relationshi p bet ween existing predictand and  predictor. The methods us ed in clude si mple 
correlation to measure the degree of rel ationship between seasonal rainfall and SSTs, Multiple Linear 
Regression (MLR) analyses to establish the statistical model and contingency tables for verification. 
 

At the beginning of the process the first statistical models were built using the rain fall normal 
for the period 1961-1990. The equations below represent these models for each zone:  

1. Zone_SAHEL = 0.06 – 0.05 NINO789T 
2. Zone_PLATEAU = -0.16 + 0.06 EA45T + 0.03 NWA56T 
3. Zone_MONTAGNE = -0.04 + 0.11 EA34T – 0.14 EOF56 
4. Zone_COTIERE = 0.053 – 0.006 X NINO5T 
5. Zone_FORET=- 0.25+0.05EA34T+0.02NIN45T+0.06 EOF56 

In the next steps of the process models were renewed in 2009 with the use of rainfall normal for 1971-
2000. A new ap proach that combines the dy namic method t o t he st atistical method was t hen 
introduced.  
 
The statistical-dynamical approaches  
   

This i nnovative approach wa s c onceived a nd i s i mplemented by I nternational Research 
Institute (IRI) who has developed software for seasonal forecasting named Climate Predictability Tool 
(CPT). This s oftware all ows almost all the n ecessary op erations for seas onal forecasti ng modeling. 
The new approach abounds several innovations including:  
 The increase in the number of p redictors with th e in clusion of 850 hpa wind (zo nal and 

meridional components); 
 An introduction to downscaling, say the production of the forecast for a local area (station);  
 Use of several statistical techniques for model development (CCA, PCR, MLR); …etc   

Figure 1 below is a CPT window display during the research of the best predictor for Cameroon. 
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Once the models are obtained, they are used to produce the forecast.  
 
Forecast 
 

It is issued once the SSTs data used in dif ferent models are avail able. Usually in early May, 
the forecast should be prepared. The results from different techniques are brought together to build a 
unique forecast. For guid ance, forecasts from  so me Gl obal P roducing C enters (GP C) ar e c onsulted 
and compared. The final forecast is obtained by consensus.  
 

Forecasts are made for Three equi-probable categories of below-normal (dry conditions), near-
normal (around the average), an d above-normal (wet co nditions). A pro bability is assigned to each  
category, in dicating the chan ce of t he p articular category to occur du ring the target season. F or 
example, a forecast presented as 20 30 50 should be u nderstood as 20% chance of tot al precipitation 
being i n the above-normal cate gory, 30% normal and 50% below-n ormal. T he use of probability is 
partly due to the inherent variability of the atmosphere.  
Figure 2 below p resents an exa mple of the seasonal rai nfall f orecast for JAS 2008  rai nfall in 
Cameroon. 

  
The use of the CPT provides the ability to  produce an estimate of pre cipitations quantities for each 
station. The CPT also produce one map for each category of the forecast thus three map in to tal. An 
exemple is figure 3 below. 
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The forecast is then distributed to different users through various channels including RaNet (Radio and 
Internet) network. It should be recall that on reque st some specific users can obtain tailored climatic 
products at t he Department of National Meteo rology. These products include: onset/cessation of th e 
rain; dry spell; risk of early sowing…etc 
 
Verification and evaluation  
 
 The success of forecast is based on its quality and its use. At the end of each season a quality check of 
the forecast is made. The ‹‹Rank Probabilit y Skill Score (RPSS) ›› method is used for verification of 
seasonal forecasts in Cameroon.  
The map below shows the results of an audit conducted in 2008  
 

 
Conclusion 

In order  to  satisfy  their users with more precise  climatic  information  the Department of National 

Meteorology of Cameroon has being able over time to adapt itself to new techniques to improve its 

products. The use of research results in the field of quantities precipitations forecast will continue to 

enrich the range of available products and possibly increase the reliability of forecasts. 
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EXTENDED ABSTRACT:  
 
1.INTRODUCTION 
 
  TCFM cloud motion wind technique is a new technique for tracking cloud with combination of 
Fourier phase analysis and maximum correlation (TCFM) to improve the precision of cloud 
tracking.In this article, TCFM technique is employed to retrieve cloud motion vectors for severe 
tropical storm “Morakot” from geostationary meteorological satellite FY-2C image series with a 
30min interval on August, 2009. The retrieved data are assimilated at 1h interval into the numerical 
model ARPS (the Advanced Regional Prediction System) by means of its data analysis system ADAS 
for forecasting. And two other tests are designed for comparison: the control experiment with no data 
assimilated and the experiment with sounding data assimilated into the initial field. 
 
2.TCFM TECHNIQUE 
 
  TCFM technique is based on the combination of Fourier phase analysis and maximum 

correlation.Firstly, the relevant rate in the second cloud goal of the search area to find the matching 

module A module,to get the module B,based on the difference between the position calculated the 

integer pixel displacement x0. If module A and B match completely,then we consider that there's no 

sub-pixel exists,the mean velocity of the clouds in the direction X is V = x0/△ t,otherwise,we consider 

that the difference between the two modules is produced by clouds of sub-pixel displacement,then we 

use the Fourier phase analysis technique to calculate sub-pixel displacement x’,combine x0 and x’to 

get the final mean velocity:  txxU  /)( '
0 . Use the same method,we can get the mean velocity 

of the direction Y. 
 
3.ASSIMILITION OF THE CMW VECTORS 
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  This paper selects the process of weather before landing of the "Moracot"to simulate,research 
mainly by precipitation. Use the satellite data of FY2-C,through the TCFM technology to get the 
CMW data which contains wind velocity,latitude and longitude,pressure of the simulation moments. 
Range is (90°E, 135.7°E)、(5.5°N,51.2°N).The test period for model integral was set from 0000 to 
0600UTC,on August 7th,2009,totally 6 hours.And the corresponding background field was provided by 
reanalysis data from NCEP with the resolution of  1°×1 °. Simulation used one nested model which 
had 101×1 01 grid points with a horizontal resolution of 27km and 35 layers with a vertical resolution of 
500m. The center was at (123.4°E, 23.7°N).The warm rain microphysics and Kain-Fritsch convective 
cumulus parameterization were used in coarse and fine grids. There were three test scheme 
designed,test one is control test noted cntl which simulate none data,test two joined the sounding data 
into initial fields and noted snd. Test three joined CMW data from the start of every 1 hour,and noted 
as cmw. 
 
4.RESULTS ANALYSIS 
 
4.1 Wind Field 

 

  Compared with the three experiments (cmw,snd and cntl) at 00:00,there's no big difference in the 
structure of the u-v horizontal wind fields,only the cmw has more vectors than the others and it been 
more clearly in the vortex structure of the Morakot,as it seen in Fig.3.The 6-hour integral experiment 
reveal that this vortex structure maintained and strengthened. 

 

Fig.3  the initial wind field after the cloud motion wind data added 

 

  Compared u,v,w winds fields in individual shows that snd and cntl were roughly same in all altitude 
while cmw was stronger. Details can be seen in Fig.4. 
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(a1)cntl                      (a2)snd                     (a3)cmw  

 
(b1)cntl                       (b2)snd                    (b3)cmw  

Fig.4 the wind field for cntl,snd and cmw experiments at the initial time (a)U wind (b) W wind(4km height ,unit:m/s) 

 
4.2 Cloud Water 

  As joined the cloud wind data at 00:00,the simulation result of typhoon eye in height along the 
typhoon path near the wall region appeared a strong upward motion,as height as roughly 16 km,which 
indicated that Typhoon wall area has very strong meso-scale activities.4km height of vertical wind 
field is given by the Fig.3(b3),while cntl and snd without such a structure.Three test corresponding 
position landscare mixing ratio (qc) greater value area as shown in Fig.4a. Combining analyzed levels 
of wind field in Fig.2,the initial moment of the sounding data assimilation and cloud track wind data 
test,their qc were located on the basic outline of typhoon periphery. And three tests of forecast six 
hours clouds water content (Fig.4b),long time continuous assimilated clouds motion winds data test 
showed the qc is mainly distributed in the typhoon profile,and somehow enhanced. 

 

(a1)cntl                      (a2)snd                     (a3)cmw  
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 (b1)cntl                       (b2)snd                    (b3)cmw  

Fig.5  the cloud water mixing ratio of the cntl,snd and cmw experiments at (a) initial time and (b) forecasting for 6h (unit: 

g/kg) 

 
4.3 Divergence Field 

 
  This study also contained the vortex fields of the three experiments of the initial time and 
forecasting for 6-hour,as in the Fig.6. 

 

(a1)cntl                           (a2)snd                             (a3)cmw  

 
(b1)cntl                            (b2)snd                          (b3)cmw 

Fig 6  the divergence of the cntl,snd and cmw experiments at (a) initial time and (b) forecasting for 6h (divergence 

*1000，unit: g/kg) 

 
4.4 Rainfall 

 

  The total precipitation forcasted from the cntl,snd and cmw experiments for 3-hour (00:00-03:00) 
and 6hour (00:00-06:00) show in the Fig.7 as well as the average rainfall field observed by TRMM. 
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By comparing,it is clearly that only the cmw mathches the TRMM well in location and quantity 
whether in 3-hour or 6-hour. 
 

 

(a1)cntl                      (a2)snd                     (a3)cmw  

                    

      (a4)3h average rainfall observed by TRMM                               (b4)6h average rainfall observed by TRMM 

 
(b1)cntl                     (b2)snd                   (b3)cmw          

Fig 7  the total precipitation forcasted from the cntl,snd and cmw experiments for (a) 3h 00:00-03:00 (b) 6h 00:00-06:00 

 
5.CONCLUTIONS 
 
  The assimilation experiments of "Morakot" conducted in this article are meaningful to the 
application of the assimilation of the remote sensing data with meteorological satellite.By comparing 
the forecasting results of the three experiments, conclusions are drawn as follows: 
(1) Initial vertical wind field is effectively adjusted after the CMW data assimilated into ARPS, which 
generates a severe conveciton lasting until the end of simulation.The water vapor centers locate at the 
same area as the severe convection, which provides advantageous conditions in eye wall area.  
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(2) There is no much difference in horizontal wind field, water vapor mixing ratio,snow and hail 
mixing ratio among the three tests.But the influence of cloud mixing ratio appeared from the 
beginning of the initial time, and the impact of cloud ice mixing ratio, cloud water mixing ratio 
strengthened and manifested gradually with the integral carried on. 
(3) By comparing with TRMM observation of precipitation for 3h and 6h,it showed that, the 
experiment which CMW data assimilated continuously prevails over either the sounding data 
assimilated or the control experiment on precipitation simulations, bringing about a better result for 
forcasting position and the amount of precipitation.  
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Title: Methodological and experimental studies of data assimilation 
techniques on the convection-permitting scale 

 

Volker Wulfmeyer 

  

 

Summary:  

 

Data assimilation (DA) on the convection‐permitting scale is a key research topic in  

atmospheric sciences. On the one hand, this is due to the expected high positive impact on the  

prediction of high‐impact weather events, particularly in terrain with complex land‐surface and  

orographic properties. On the other hand, severe challenges occur due to non‐linearity of model  

physics and non‐Gaussian error stastistics of model background and observations. We present an  

overview of DA techniques which have the potential to improve the forecast skill using convection‐ 

permitting models and ingesting many observations which have not been routinely used yet. We are  

focusing on variants of the stochastic EnKF and compare this with the expected performance of  

3DVAR. Hybrid combinations of variational and ensemble‐based techniques and the consideration of  

non‐Gaussian statistics are also discussed.  
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Quantitative precipitati on esti mation has always been a target for u s meteorologists. In 

1960s, man has discovered that precipitation surge after lightning flashes [1]. Zhang Yijun et al. 
discussed the co rrelation between precip itation a nd l ightning an d f ound t hat lightning 
activities were well related to strong precipitation but poor related to weaker precipitation [2]. 
Zhou Yunjun et al.  pointed out t hat th ere was significant correl ation b etween co nvective 
precipitation and lightning, the fu nction o f average preci pitation an d flashes can b e 
established using  n on-linear fitting  method: R= 1.692lnF-0.273, relat ed coefficient is 0 . 
8641[3]. 

Since lightning is well related to convective precipitation and unlike rain gauge, radar and 
satellite, lightning locating system has a wider detection range, no limit to radar shadow but a 
higher resolution and lower cost, using lightning to estimate convective precipitation is quite 
a good approach, providing a new method and complement[4-6].  

This article borrows ideas from multi-scale wavelet edge detection a lgorithm and applies 
it to rad ar reflectivity  data processing in order to  effectively identify convective cloud ec ho 
region, then convective precipitation obtained from echo inversion is analyzed with lightning 

[7].  

1 multi-scale wavelet edge detection algorithm 
(1) Prep rocessing of r adar reflectivity data: radar  data are in terpolated t o gridding i n 

rectangular coordinate system using hybrid approach, which, the size of grids is 1km* lkm. 
(2) This process is dealing with the radar data with wavelet transform, obtaining maximum 

modulus of each scale. Assume there are J scales [8]. 
(3) Borrow id eas from  W avelet Edge Detection, images of ea ch sc ale a re de alt with 

self-adapting thres hold a nd modulus maximum method, n ow we can  get i mage “E dge” of 
each scale. 

(4) Reconstruction of the J  scale (the last scale): the three high frequency components are 
replaced with “Edge”, t hen ne w ima ge “IMJ” of J  scal e was obtained with replaced high 
frequency components and low frequency component by taking inverse wavelet transform. 

(5) Replace the three high frequency components of J-1 scale with “IMJ”, then reconstruct 
                                                               
The work is supported by China Commonweal Industry Research Project GYHY200806014. 
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new image ”IMJ-1” of this scale.  And so on, we ca n get the rec onstructed image “IM1” of the 
first scale, that is, the Multi-scale Wavelet Edge Detection image. 

(6) Finally, the denoised image is obtained by median filtering.  

2 Case study 
Take a weat her process o f severe thunderstorm and h eavy precip itations happened in  

Nanjing on July 6, 2009 to July 7, 2009 as case study, and choose 180 minutes of this process 
when there are relatively densely lightning flashes and precipitation. Convective cloud echo 
regions are t hen recogn ized wit h multi-scale wa velet edge detection  a lgorithm usi ng radar 
reflectivity data from Longwang station every 6 minutes. 

 

 
Fig1 23:18, July 6 2009, original radar reflectivity and convective echo recognition 

After that, correspond ing convective precipitation is i nversed with Z-I relation  [9]. At the 
same 6 minutes, lig htning f lashes a re calc ulated, so the r elation betw een co nvective 
precipitation and lightning can be analyzed.  
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Fig2 timing diagram of Q, I and F 

 

Fig3 fitting curve of I and F 

Results show that rainyields per flash (RPF) ranks from 7.47×107 to 4.46×l08 kg, average 
value is 1.72×l08kg; non-linear curve fitting equation of precipitation intensity(I, mm/6min) 
and lightning frequency(F, flashes/6min) is I=1.728ln F+1.122, related coefficient is 0.8044. 
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1 Introduction 

 
Because of millimeter wavelengths close to the scale of cloud particles, more and 
more millimeter radar systems are being used to detect cloud and small precipitation 
particles. When using millimeter wavelength radars, the attenuation caused by cloud 
and precipitation particles' scattering and absorption together with the water vapor 
and oxygen absorption at millimeter wavelength must be take into account. In order 
for the actual need of mm wavelengths cloud radar data processing, presuming that 
the cloud particles are sphere particles, by sampling cloud drop size spectra which 
follow the K- M distribution and the rain drop size spectra which follow the Gamma 
distribution for 1330 times, respectively, and by adopting the Mie scatter theory 
formula for computing scattering, absorbing and back-scattering cross-sections, the 
attenuation coefficient k and radar reflectivity factor Z are calculated for 3.2 and 8.6 
mm wavelengths and the k-Z relationship has been obtained.  
 
2  Methods 

 
The attenuation of millimeter cloud radar echoes 

cloudair kkk +=  

airk  can be calculated by the atmospheric absorbing Liebe mode(Liebe, 1985), cloudk  

can be obtained by the k-Z relationship. 

By formulas dDDQtDNk
D

)()(max

0∫=  and ∫= max

0

6)(
D

dDDDNZ , the k-Z relationship 

can be presented as βαZk = (Wang, 2000). 

Presumed the droplet size distribution of precipitation follow the Gamma distribution 
(Clark, 1974): 

[ ]01 /)67.3(exp)( DDDCDN µµ +−=  
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 2 

while the droplet size distribution of cloud(include water cloud and ice cloud) follow the 
K-M distribution(Marshall, etal,1948): 

2
1( )= exp( )N D C D Dλ−  

The ranges of the DSD(droplet size distribution) parameters for cloud and 
precipitation were set separately according to domestic observations. 
By numerical simulation and sampling to droplet size distribution for 1330 times, the k 
and Z at 3.2 millimeter wavelength and 8.6 millimeter wavelengths were got, then the 

coefficient α&β were counted statistically, and the k-Z relationship βαZk =  at the two 

wavelengths were finally obtained . 
 
3 Results 

 

3.1  The k-Z relationship in water cloud 

 

The parameters of the K-M distribution( 1C 、λ ) were dicided by cloud droplet number 

concentration(N) and liquid water content(M)，the ranges of N and M were set as  

10 1000N< <  )( 3−cm ，  110 4 <<− M 3( / )g m  

The k-Z relationship for small sphere particles in water cloud were obtained.(Fig.1) 
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 3 

 
Fig.１ The k-Z relationship for small sphere particles in cloud. 
（a）λ=3.2mm,Dmax=0.006 cm,（b）λ=3.2mm,Dmax=0.01 cm 
（c）λ=8.6mm,Dmax=0.006 cm,（d）λ=8.6mm,Dmax=0.01 cm  

 
3.2  The k-Z relationship in ice cloud 

 

The parameters of the K-M distribution( 1C 、λ ) were dicided by ice concentration(N) 

and ice water content(IWC)，the ranges of N and IWC were set as    

1010 4 <<− N )( 3−cm ，  14 1010 −− << IWC 3( / )g m  

The k-Z relationship for small sphere ice particles in cloud were as followed: 
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Fig.2  The k-Z relationship for small sphere ice particles in cloud. 
（a）λ=3.2mm,Dmax=0.02 cm,（b）λ=3.2mm,Dmax=0.04 cm 
（c）λ=8.6mm,Dmax=0.02 cm,（d）λ=8.6mm,Dmax=0.04 cm  

 
3.3  The k-Z relationship in precipitation 

 

The ranges of the parameters of the Gamma distribution( 1C 、µ、 0D ) were set as 
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15.000015.0 1 << C ， 41 <<− µ ， 1.0015.0 0 << D  

The k-Z relationship for small sphere particles in precipitation were as followed: 
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Fig.3  The k-Z relationship for small sphere particles in precipitation.  
（a）λ=3.2mm,Dmax=0.5 cm,（b）λ=3.2mm,Dmax=1.0 cm 
（c）λ=8.6mm,Dmax=0.5 cm,（d）λ=8.6mm,Dmax=1.0 cm 

 
4  Conclusion 

 
By numerical simulation and sampling to drop size spectra of cloud and  precipitation 
which followed the Gamma distribution for 1330 times, the k-Z relationship of the 
cloud and precipitation particles at 3.2 millimeter wavelength and 8.6 millimeter 
wavelength were obtained separately. Viewing on Graph1 – Graph3，the coefficient 
α&β of the k-Z relationship had a good stability at 3.2 millimeter wavelength and 8.6 
millimeter wavelength . As far as α&β were concerned, the maximum particles 
diameter (Dmax) had little impact on the k-Z relationship, and the correlative 
coefficient (R2) were above on 0.85, which indicated the k-Z relationship had a 
statistical significance. Moreover, on the condition of the same droplet size distribution 
and the same value of Dmax, the attenuation of the radar echoes at 3.2 millimeter 
wavelength were much serious than that at 8.6 millimeter wavelength. It shows the 
attenuation at the 3.2mm is 5-10times larger than that at 8.6mm under the same 
conditions of the drop size spectra. which were going to be applied into the further 
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 5 

research on the correction for attenuation to millimeter wavelengths radar echoes. 
The k-Z relationship coefficients were available for attenuation correction of mm radar, 
and the formulas were going to be applied into correction for 3.2 and 8.6 mm radar 
attenuation. 

 
References 

 
Liebe H J.(1985):An updated model for millimeter wave propagation in moist air 
[J].Radio Sci , 20 (5) : 1069~1089. 
Wang Zhenhui, Zhang Peichang.(2000):Relationship between attenuation of 
microwaves by polydisperse small spheroid particles and their radar reflectivity factor. 
Acta Meteorologica Sinica,58(1):123~128. 
Clark TL.(1974): A study in cloud phase parameterization using the gamma 
distribution[J]. J Atmos Sci, 31(1):142~155. 
arshall J S, Palmer W M.(1948):The distribution of raindrops with size[J]. 
Meteor,5(1):165~166. 
 
 

-485-

bgb
Typewritten Text



 1

Relationship between the interannual variation of the intensity of low-frequency 
oscillation for rainfall and the number of the heavy precipitation process over the 

lower reaches of the Yangtze River valley 
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Jiangsu Meteorological Institute, Nanjing 210008, China 

E-mail: yqm0305@263.net 
 

Abstract 
 

Intraseasonal oscillation (ISO) [1-5] is a strong signal source in the extended-range weather 
changes. The formation and changes of ISO patterns associated with the extended-range rain-
fall over the lower reaches of Yangtze river valley (LYRV) in summer are very complicated, 
and many problems remain to know further. It is importance for further understanding these 
connections in theoretical meaning and practical value. 

To better understand the low-frequency oscillatory variation of rainfall over LYRV (av-
erage of the 25 stations for the region (118.0°―122.5°E, 30.5°―32.0°N)), a non-integer 
spectral analysis[6] of the daily rainfall for May 1―August 31 in 1961―2005 is performed. It 
is found that the primary periods that have statistical significance at a 95% confidence level 
are of 10―20 days, 20―30 days, and 60―70 days (Figure 1). The variation of the low fre-
quency oscillation of the rainfall has an important influence on the heavy precipitation 
process. Figure 2(a) shows the interannual variations of the number of the heavy precipitation 
process over LYRV (average of daily precipitation in this region is greater than or equal to 25 
mm) in May―August from 1961 to 2005. Similarly, the non-integer spectral analysis is also 
conducted for this time series. The results show that the variation of the number of the heavy 
precipitation process over LYRV is mainly of oscillations of 2.0 and 11.2 years, but the long-
range trend is less significant. 

To study the relationships between the interannual intensity variation of the low-
frequency oscillation of rainfall over the different ranges of frequency and the number of the 
heavy precipitation process over LYRV, the correlation coefficients are computed between the 
statistical parameter F series (Figure 1) corresponding to the individual periods (non-integer) 
and the number of the heavy precipitation process over LYRV in May―August. Figure 2(b) 
displays the correlations between the number of the heavy precipitation process and intensity 
of the periods (statistical parameter F series) on the time scale of 10―70 days. It follows that 
the number of heavy precipitation process over LYRV has a strongly positive correlation with 
the intensity of its 28-day oscillation (with the correlation coefficient of 0.452 and statistically 
significant at a 99% confidence level). And it has a significantly positive correlation with that 
of the 18-day oscillation (with the correlation coefficient of 0.319 and statistically significant 
at a 95% confidence level), but has an insignificant relationship with that of the 30―70-day 
oscillation. It is then concluded that the variations of the intensity of the 20―30-day and 
10―20-day oscillations have a significantly positive correlations with the heavy precipitation 
process over LYRV. The strong and weak years of these two oscillations are associated with 
normal to anomalously more and normal to anomalously less number of the heavy precipita-
tion process over LYRV. These relationships are of indicative guidance for the climatic pre-
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 2

diction of the heavy precipitation process over LYRV. Therefore, it is realistically important to 
work hard on improving the study on the 20―30-day and 10―20-day oscillations of rainfall 
over LYRV and their connections to the principal circulation patterns on the subseasonal time 
scales[7]. 

Since the relationship between the intensity of the 20―30-day oscillation of daily rain-
fall and the number of heavy precipitation process over LYRV is the most significant, the evo-
lution of the 20―30-day oscillation would provide a better indicative significance for the ex-
tended-range forecasting during the 10―30 days. 

 
Figure 1 Interannual variations of the periods for the daily rainfall over the lower reaches of 
Yangtze River valley (LYRV) in May―August during the period of 1961―2005. Shaded areas 
with the 95% significance level. The shaded regions give a 95% significance level test of two-
dimensional non-integer power spectra (statistical parameter F >3.50) for the regression equation 
corresponding to the non-integer period, with the individual periods (non-integer) as the abscissa 
and the time (year) as the ordinate 
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 3

Figure 2 (a) Time series of the number of the heavy precipitation process over LYRV in 
May―August from 1961 to 2005 and (b) correlations between the number of the heavy precipita-

tion process and the intensity of the periods on the timescale of 10―70 day, which the significant 

level of 95 % is represented by horizontal dashed line. 
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Study on Mechanism of an Extra Rainfall Process Caused by the Remainder of 
Typhoon FUNGWONG 

YIN Dong-ping  W U Hai-ying  ZENG Ming-jian  ZANG Bei 
Jiangsu Provincial observatory, Nanjing 210008, China 

 
1 INTRODUCTION 

  Torrential rainfall caused by typhoon landfall required not only sufficient water vapor, 
but also convective instability energy transported to the storm region. As the storm intensified, 
positive vorti city extended to  mid-level and  divergence on t he high-level increased, s o t hat 
strong vertic al motion occurred i n t he stor m r egion [1 -5].The st udies o n structure evolution 
characters of  landfa ll neutercane s howed tha t basi cally symmetry ve rtical struct ure 
transformed to baroclinic asymmetry in the period of metamorphosis phase, and also found 
the neutercane in tensified was related  closely  to the westerly  upper-level tr ough’s in tensity 

[6-7]. For  exa mple, in the  extr aordinary stor m ca se occ urred over Chuhe area on July 

31~August 1,2008, caused by the depression weakened from Fung-wong typhoon two days 

later. The Chu River rose rapidly，with Xiaoqiao hydrologic station water level in Pukou rose 

to 12.62m from 7.5m i n 30 h ours whi ch was o nly 1cm lo wer than the highest water l evel 
record(12.63m).  
 

2 REAL-TIME PRECIPITATION 
According to the raininess and the time for the extraordinary storm case, we divided it i nto 

two ph ases (see F ig.1). In t he first pha se, the se vere p recipitation region was centered around 
Hanshan in  An hui Provin ce from 2300 B T(Beijing T ime),31st Jul to 0 800 BT, 1st Aug  with 
maximum pre cipitation in 6 hours reaching 202m m (in the  p eriod of 2 100 BT,31 Jul ~ 0600 
BT,1st Aug). Mo re o ver the  maximum p recipitation of 269mm occurred a t Chu zhou in  Anhui 
Province, from 2000 BT, 1st to 0200 BT, 2nd Aug.  

  
Fig.1 Precipitation distribution in the adjacency area of Jiangsu and Anhui Province  
a from 2000 BT,31 Jul ~0800 BT, 1 Aug; b from 1500 BT,1st Aug ~ 0800 BT,2nd Aug 

(Unit: mm) 

 
3 WEATHER SYSTEM 

a b

·Chuzhou

Quanjiao·
·Jiangpu 

·南京

Hanshan·
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Typhoon Fung-wong genesis to the eas tern ocean of Philipp ines on July 25, 2008.  At 
2200 BT, July 28, it decreased as tropical storm at Fuqing City in Fujian Province and moved 
northwest by north after being in  n ortheastern of Jiangxi fro m no rthwestern of Fu jian. The 
typhoon decreased gradually after landing and moving on. When it reached Jiangxi Province, 
Fung-wong rou nded Huan g M ountain an d turned n ortheast al one C hangjiang Riv er o n t he 
south s lope of Dabie Mount an d maintained stably ov er the border of Jiangsu and Anhui. 
After 2000 BT, 31 Jul, there existed a low pressur e system below 500 hPa with its center over  
Chuhe region, while souther appered over Nanjing. At that moment, a deep trough existed below 
500hPa replacing the intact de pression circulation be fore. Th e s outherly je t axis veer ed from 
south-north to northeast-southwest for the reason that the Fung-wong moving northward and the 
subtropical high str engthened a nd e xtended west ward. Meanwhile the re ex isted a southwest j et 
convergenced below 850hPa. At 0800h, 1st Aug, trough in westerlies on 500hPa moved eastward 
to the north between the high and low circulation with east erly over Nanjing, which formed head 
wind with westerlies.  

 

4、JET STREAM EFFECT ON TORRENTIAL RAIN 

4.1 Water vapor transportation function 
It is evident from the ti me-height cr oss section of moisture flu x di vergence alo ng the  

heavy rainfall center at（32°N ,118°E）that water vapor from west side of southly jet and those 

from S outh Sea c onvergenced o ver t he torr ential rain region. In  th e peri od of rai ning, t he 
water vapor transportation and convergence increased obviously and developed upward. In a 
word, the d eepen of moisture th ickness ov er the sever rai nfall was relevant with  the wat er 
transportation by low-level southwester jet and tip ascending motion.  
4.2 Mesoscale convective system triggered by low-level jet  

In the fir st ph ase of  se ver precipitation, th e depression  circulation d ecreased b y 
Fung-wong r e-developed b y virtue o f stable barometric l ow structure transfor med wit h 
southwest warm and moisture air flow surging into the heavy rain region, which leading to the 
souther fluctuation. Under the condition, ascending motion reinforced over the  eastern of the 
barometric low and the convective cluster moving into the Chuhe region grew rapidly. 

 In the seco nd phase, southwest jet and cold air f rom western Hetao Area met and their 
strength equal, so that a cold air dam came into being while warm and moisture air damming 
on the south side of the cold da m. In  consequence, southwest f low at t he b ack of the je t 
reinforced and the baroclinicity intensified. Mesoscale convective system was triggered by the 
invasion of cold air which made the disturbance enhanced.  
4.3 Mesoscale convective system driven by boundary layer jet fluctuation  

In order to study the ro le of s outhwest jet on differen t lev el aff ect on sever rainfall, 
numerical si mulation about b oundary lev el jet w as carried o ut. The preci pitation over t he 
Chuhe region concentrated on the period of time from 2000 BT, 1st to 0200 BT, 2nd Aug, which 
corresponding to the phase for the boundary jet enhanced again at the back. The souther developed 
at the back of the boundary jet enhanced the low level convergence in the torrential rain region, 
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which promoted the shear line development on the no rth side of the  back of jet and a confined 
ascending air was compelled. 
 

5、MERIDIONAL WIND FLUCTUATION 

To explore the low level cold air movement characteristics in the period of precipitation, 
meridional wind te mporal evolution was carried ou t with the grid data at t he point 
(32°N,118°E) averaged for ten  day s after th e typhoon Fung-wong landfall. T he time-height  
cross secti on sh ow th at n orthern disturbance i ncreased and it was center ed from  800 t o 
400hPa. The disturbance reached the maximum value at 2000  BT, 1st Aug. So the increasing 
and developed downward do favor to  the sufficient release of the  unstable energy in wa rm and 
moisture flow. 
 

6、DEVELOPMENT OF MESOSCALE VORTICITY AND ASCENDING VELOCITY  

The positi ve vorticity ce nter va lue in creased and overlapp ed wit h th e vertical velocity 
centre. As the asc end motion decreased, the intensity of  the precipitation w eakened i n the  
period of 08h~14h, 1st Aug. 

The torrential rain restarted after 1500 BT 1st Aug in the course of cold air strengthening 
and mid-level vorticity and vertical velocity increasing.  

 

7、CONCEPTUAL MODEL OF THE EXTRAORDINARY STORM PROCESS 

With the aid of T ECPLOT, a 3D  v isualization s oftware, the  streamline field a nd 
correlative were an alyzed b y usin g N CEP/NCAR glo bal r eanalysis da ta with ho rizontal 
resolution 1o by 1o (see Fig.2). Th e plot showed the typhoon exhibited a typical spiral ascend 
structure wit h transition zone between anticyclonic rotation a nd h eterogeneous cyclonic 
below 4 50hPa. T he cy clonic ro tation vorticity stru cture existed a sp indly shape and its  
horizontal scale reached maximum in the vicinity of Z=8. Until 2000 BT, 30 July, the typhoon 
Fung-wong still maintained the intact spiral vortex structure with intensive ascending motion 
to the right side.  

In the next p eriod of the severe rainfall case, the spiral vortex transformed into a tilting 
ascending flow(see Fig.2b). It is evident from Fig.2b that the joint effects by cold air invading 
from diverse direction at mid-level and warm and moisture air su rging into at the low-level 
led to the another severe precipitation.   
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Fig.2 Conceptual models of the extraordinary storm caused by the typhoon Fung-wong 
a for the first rainfall case; and b for the second case 

(the origin of coordinates is (20°N，110°E），y-/x-axis of coordinates denote the grid number，the 

distance between the grids represent the latitude/lontitude. The number of 1 to 21 beside the z-axis 

denote the isobaric surface as 1000、975、950、925、900、850、800、750、700、650、600、550、

500、450、400、350、300、250、200、150 and 100hPa) 

 

8、CONCLUSION 

 1）In the case, a southwest jet maintained below 850hPa, which brought out the sufficient 

release of the unstable energy over the Chu River area.  

2）The extraordinary storm occurred in Hanshan region was triggered by weak north wind 

fluctuation on the troposphere mid-level which enhanced the unstable energy. When the left 
back side of the low-level jet just was over the Chuhe region, abundant warm and moisture air 
surged into the area resulting in the tilting ascendant which increased the low-level barometric 
gradient. Therefore the decreased typhoon cyclone can maintain and develop.  

3）The extraordinary storm trigger mechanism in Chuhe region first caused by mid-level cold air 

stirring from the northern, and unstable energy released successively from high level to low level 
was in favor of the precipitation carrying on.  

4）Exploration on the boundary jet stream show that the southerly reinforcement at the back 

of the jet co uld driv e t he development of th e s hear li ne on th e north, pro moting th e 
convergence around heavy rain ar ea and cyclonic vortic ity enhancement, so t hat a co nfined 
and de ep up ward fl ow w as co mpelled. The jet reinforc ed th e mesoscale co nvective sy stem 
motivation further so that convection cells generating and merging. Under the organization of 
steering current, the convection cells co ntinuous recruit into precipitation area and accelerat e 
the rainfall intensity. 
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1. Introduction 
 Quality control (QC) is required before automatic rain gauge (RG) data, e.g. typical tipping-bucket RG, can be 
used quantitatively due to various types of systematic and random errors, caused by various factors including wind, 
wetting, evaporation, splashing, calibration, finite sampling, mechanical failure, funnel blockage, signal transmission 
interference, power failure, etc (Habib, 2001).  Among the random errors, those arising from contamination during 
data transmission through radio telemetry systems and blockage of the rain gauge itself by external obstructions, like 
insects or fou ling by bi rds, are crucial i n he avy rain monitoring and assessment.  While t elemetry er rors  usually 
contaminates a singl e observation with an extreme valu e, a bl ocked gau ge will return  zero o r un reasonably small  
values that fall well within the climatological range and are therefore difficult to detect.  A QC procedure based on 
spatial consistency checking is proposed in this paper.  Major techniques employed include a lo calized quantitative 
precipitation estimatio n (QPE) sche me based on the co-Kriging of radar and rain gauge data, as w ell a s statistical 
analysis of the RG-QPE residuals in search for suitable QC criteria. 
 
2. Data Sets  
 The t wo major d ata sets used  i n thi s study are (a) radar reflectivity at  c onstant alti tude and  (b ) 6 -minute 
rainfall a ccumulation data from the net works of  H ong Kong and G uangdong province of  China.  A total of 14 
convective rainfall events occurred during 7 February – 1 June 2010 were selected for algorithm development and one 
event for performance assessment.  The reflectivity data came from a mosaic of two S-band Doppler weather radars 
in Hong Kong updated every 6 minutes.  The reflectivi ty signals were subjected to spurious filter and clutter filter 
control.  To minimize the effect of anomalous propagation, the reflectivity data used for co-Kriging were sampled at 
3 km above mean sea level.  They are gridded onto a 480x480 rectangular array (about 1-km grid spacing), covering 
an a rea of  512 x512 km 2 centred a t Hong Kon g.  To make th e co-Krigi ng ca lculation tr actable, a 1-out-of-5 data 
thinning strategy was applied to the gridded reflectivity data, reducing the effective resolution to about 5.3 km.  The 
rain gauge data  is provided by t wo independent networks from Hong Kong and Guangdong, which together contain 
more than 1,200 real-time gauges.  In this study, only the subset within the radar reflectivity domain was considered.  
At ea ch update  ti me, about 50 rain gaug es would be  ava ilable fro m Hong K ong but t he actual availability fro m 
Guangdong could vary from 500 to 900 with a nominal number around 750.  Roughly speaking, the average gauge 
separation over the two networks is a bout 10 km but the di stribution is uneven w ith much hi gher densi ty over the 
Pearl River Delta region, reducing the separation to about 5 km.  Both the update schedule and rainfall accumulation 
periods are di fferent in the two networks.  In this study, the 6-minute accumulations with a 6-minute update cycle 
were chos en f or co mbined an alysis.  To match th ese requirements, o nly about  one third of  the H ong Kong rain 
gauges could be used.  Besides, the sensitivities of the rain gauges are also different.  While the minimum rainfall 
amount to tip is 0.1 mm in Guangdong, that required by Hong Kong gauges is 0.5 mm. 
 
3. Radar-Rain Gauge Co-Kriging 
 Borrowing ide as from geosta tistics, the  ordinary co-Kriging technique was explored fo r opti mal combined 
analysis of  rain-gauge measurements (as pri mary d ata) an d reflectivity d educed rainfall ( as subsidiary data).  For 
rainfall events, esp ecially th ose a ssociated w ith int ense convec tion, sho rt-duration a ccumulations could v ary 
significantly across space and haphazardly over time.  We might therefore t reat such qua ntities as random variables 
and apply ordinary co-Kriging analysis to combine them.  Here, we did not assume any second order stationarity for 
the local mean and variance of these random variables.  Instead, we assumed intrinsic stationarity and work directly 
with vari ograms.  For ba ckground informati on on intri nsic stationarity, variograms, o rdinary co -Kriging a nd t he 
general solutions to the system of  equations, interested readers are referred to  the reference books by Wackernagel 
(1998) or Webster & O liver (2001), as w ell as journal pape rs by Goovaerts (1998) and Phillips et al. (1997).  F or 
previous applications of the geostatistical technique to radar and rain-gauge data, reference could be made to Creutin 
et al. (1988), Schuumans et al. (2007) and Velasco-Forero et al. (2009).  In the next two paragraphs, we summarized 
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the main p oints in  our estimation for t he rainfall variog rams, which a re vital to the c alculation of  i ndividual d ata 
weights, and configuration of the localized co-Kriging analysis. 
 
 The va riograms and cross-va riogram a re assumed to be  dependent on ly on t he dist ance separation h  
between a pair of rain gauges or radar grid points and not on the location of the pair of points or the orientation of the 
two points relative to each other, i.e. isotropy.  The validity of i sotropy will be discussed in Section 7.  During each 
rain gauge update, the number of possible gauge pairs varies signi ficantly making individual variogram est imation 
difficult and unreli able in real-time.  If we further assu me that  the  spatial structure of a particular type of rainfall 
system changes slowly, which is often the case for widespread and persistent rainstorm situations, we could pool data 
pairs at different update times together to make variograms more representative.  Even with such considerations, the 
resulting experimental v ariograms would st ill be  fa r from smooth and  not  suitable f or solving t he systems o f 
co-Kriging e quations.  In real-time si tuations, dynam ic modelling of the variogra ms w ill offer the most accurate 
spatial desc ription of ind ividual rainfall events bu t it s aut omation may not be robust in practice.  Instead, a m ore 
practical strategy of pooling all 14 rainfall cases together to prepare a single set of average variograms was proposed 
here.  Fig. 1 (a)-(c) show the resul ting three ave rage vari ograms with their correspond ing theoretical  variograms 
(exponential model with nugget effect) annotated.  
 
 It is known that in Kriging or co-Kriging, data closer to an estimation point will have screening effect on more 
distant obse rvations, the reby reducin g the latter’s w eights (W ackernagel, 1998 ).  M oreover, the  act ual set of 
variables/equations has to be kept to a manageable number if the computation is to be completed within a data update 
cycle, which is 6 minutes f or t he networks of G uangdong and Hong Kong.  From Fig. 1 , t he ranges of  b oth 
gauge-gauge and radar -radar vari ograms are w ithin 40 k m.  Although the average gauge-radar cross-variogram 
hinted for an unbounded variance, individual cross-variograms (not shown) were bounded with a range generally less 
than 60 km.  We therefo re considered a radius of  50 km fo r setti ng the size o f a circular neighbou rhood for 
performing co-Kriging analysis.  With such localization, we found that the average number of enclosed  rain gauges 
is 10 or more.  At most locations, the maximum number of  enclosed rain gauges a re well above  20.  We further 
checked in two cases that the co-Kriging QPE will become stabilized a s the neighbourhood si ze was increased to  
about 30 km and beyond.  The number of radar grid points within the neighbourhood is fixed to be about 270. 
 
4. Characteristics of RG-QPE Residuals 
 To quanti fy the amount of  spatial consi stency o r inconsistency of a  rain gauge  data  w ith respect to  the 
co-Kriging estimate, we calculated RG-QPE residual defined as:   
  10log / 10log 10logG K G K     
in units of de cibels (dB) and studied their frequency di stributions.  In  the  above formula, G  de notes the 
short-duration accumulation reported by a rain gauge and K  the corresponding radar-rain gauge co-Kriging estimate.  
We also studied the RG-QPE residual in linear scale, i.e. D G K  , and call D  as “RG-QPE departure” for the 
sake of easy reference.  To make   well defined for all possible G  and  K  values, an offset (0.08 mm) slightly 
less than  th e s ensitivity of the Guangdong rain gauges (0.1 mm) was ad ded w hen either o f them was z ero.  We 
calculated both the residuals and departures fo r all the 14 rainfall events and compiled the resulting distributions as 
shown in Fig. 2 (a) and (b).  It is noted that peaks show up in the positive tail of the departure distribution at 25.5 mm 
and beyond, signi fying unrea sonably large rain gauge val ues as compared to thei r re ference QP E.  Such peaks 
constitute one QC criterion (see Section 5 below).  For false zeroes or unreasonably small rain gauge data, such kinds 
of abnormalities are rather subtle to be detected as they are typically buried well within the broad central peak of the 
distributions.  To un earth the hidd en m ines, we need  to  throw a way the uninterested samples, i.e . those with K  
equal or close  to zero, as well as those bearing a relatively small estimation error.  The absolute RG-QPE departure 
standardized by the QPE estimation error  , i.e.  /G K   , was used to  select the data  samples of int erest.  
When K  deviate s signi ficantly from a  vanishing  G ,   tends to b e l arge e specially w hen   is sma ll.  W e 
plotted in F ig. 2(c ) and (d) t he reduced di stributions obt ained by throwing awa y sa mples with 2   and 3   
respectively.  As shown in Fig. 2(c), a peak started to emerge in the negative tail of the reduced distribution around 
-12 dB, signifying some unreasonably large negative residuals attributable to false zeroes or unreasonably small gauge 
values.  The p eak re mained visible as t he d istribution w as further reduced by  retaining only  those samples w ith 

3   (Fig. 2(d) refers).  This discovery constitutes another QC criterion as summarized in Section 5 below.  
 
5. Rain Gauge Data QC 
 Based on  the  previous di scussions and  results menti oned in  Section 3  and 4 , w e p roposed a  simple Q C 
procedure for short-duration rainfall accumulation reported by automatic rain gauges as follows: 
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(i) pre-QC screening to retain only those data lower than a preset threshold value cG ; 
(ii) perform spatial consistency check on data retained in step (i)   

 calculate a reference QPE using localized radar-rain gauge co-Kriging; 
 calculate the RG-QPE residual, departure and standardized departure; and 
 compare against preset threshold values (denoting c , cD  and c  respectively );  

(iii) assign QC flags “P” (for pass) or “R” (for reject) as follows:  
 if cD D , flag “R”; 
 else, if c   and c  , flag “R”;  
 otherwise, flag “P”. 

For the 6-minute rain gauge data from Guangdong and Hong Kong, the following set of threshold values was selected 
for t esting: c 25D  mm, c 2   and  c 12   dB.  Note that the  result s were relatively insensitive to the choice 
of c  and higher values may also be used.  The pre-QC screening is necessary, otherwise unphysically large rainfall 
data may contaminate the co-Kriging QPE and ruin the subsequent QC decision.  From the maximum instantaneous 
Jardi rainfall rate of 51 3 mm/h registered in  Hong Kong i n 1971 , cG  was set to  be 51 .3 mm i n 6 minutes.  We 
assumed the same threshold value is applicable to other rain gauge locations in Guangdong.  
 
6. Performance Assessment 
 As our localized co-Kriging scheme excludes observation data at the estimation point, the RG-QPE departures 
mentioned in Section 4 could also be used for cross validation purpose.  To avoid faulty rain gauge data, we only 
counted cases with 10D   mm  (implying   generally above 20).  From these, the root-mean-square error of the 
6-minute co-Krigi ng QP E was estimated t o be about 0 .36 mm with a v anishing mean e rror.  We noted from the 
scatter plo t of  K  versus  G  (not show n) that t he co -Kriging QP E tend ed to  und erestimate the 6 -minute 
accumulations, which is not surprising as the most important piece of observation is purposely omitted.  Despite this 
sub-optimal aspect, the co -Kriging QPE is sti ll considered useful because the QC criteria as described in Section 5 
above are not very sensitive to the absolute values of the QPE itself.  As illustrated in Fig. 3, the co-Kriging rainfall 
map (a) captures the sp atial details as shown in the radar picture (b) and reflects the rainfall intensity indicated by the 
rain gauge readings.  For comparison, the rainfall distributions analyzed from pure radar reflectivity (stratiform-rain 
Marshall-Palmer relation) and rain gauge data (Barnes method) a lone w ere also shown in F ig. 3 (c ) and  3(d) 
respectively.   
 
 The effectiveness of the QC procedure was assessed via an in-depth study with the  case of 22 May 2010.  
The major rainfall episodes occurred from 8:00 a.m. to 12:24 p.m. and the QC procedure was applied to all the 27,635 
6-minute rain gauge reports available du ring t he period.   Among these reports, 22,197 registered 0.0 mm and the  
remaining 5,43 8 at  0 .1 mm o r ab ove.  Out of t he 22 ,197 reported  zeroes, the  QC al gorithm r ejected 183 reports 
(about 0.8%).  Eyeball count er-checking revealed t hat 55 o f which could  be  retained a s true zeroes as they were 
recorded by  rai n ga uges located on th e edge  or ju st a head of  some approaching rain  bands.  Out of the 5,438 
non-zero reports, the QC algorithm rejected 30 (about 0.6%), which were mainly 0.1 mm.  Eyeball counter-checking 
retained 6 of them.  Overall, the rejection ratio is about 0.8% (totaling 213 out of the total 27,635 data processed).  
Among these  rejected da ta, 29% (61/213) were suspected t o be  wrongly rej ected according to eyeball 
counter-checking.  With respect to the  entire set of data s amples, the portion of wrong QC as suspected by human 
eyes a mounted t o about  0.2% (61/2 7,635).  To furthe r a ssess the  false-z ero detec tion rate of t he QC a lgorithm in 
heavy rain situations, we conducted an ob jective t est ta rgeting t o si mulate situations where gauges cov ered by an 
intense r ain band w ere clog ged.  Firstly, a to tal of 562 report s with 1K   mm and 2G   mm w ere s elected.  
Besides ensuring a significant rainfall rate, this selection can also minimize the number of ambiguous situations such 
as having a rain gauge located on the edge of a rain band.  Secondly, each such rain gauge report was replaced by a 
bogus zero and then the QC procedure was re-applied.  A total of 514 successful rejections were resulted, implying a 
false-zero dete ction rate  of about 91%.   Examination on the unsu ccessful detections show ed that th ey were all 
marginal case s w ith both   a nd   close to  t heir respective th resholds (i.e. c 2   and  c 12   dB).  That 
means higher detection rate could have been achieved if the thresholds were lowered (at the expense of a higher false 
alarm rate, of course). 
 
 It was noted that there was no ex tremely large f aulty readings in this particular case.  As such, we cannot 
assess the aut omatic detecti on ra te for this kind of rain gauge error directly.  Instead, w e conducted a  second 
objective test  similar to t he o ne fo r false  zeroes.  All the 22,069 true zero reports were used this time.  To make 
allowance for est imation erro r, the bogus  rain gauge dat a wa s set to be 25.5 mm in each turn.  A total of 21, 690 
bogus data we re succ essfully re jected, resul ting in a detection rate of 98.3%.  In t he re maining cases, the 
corresponding QPE estimates from the co-Kriging analysis were all greater than 0.5 mm, resulting in the failure of the 
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QC test  to reject the bogus faulty readings .  For rainy situations, an objective test to assess the c orresponding QC 
performance for erroneously large readings has yet to be devised and conducted. 
 
7. Discussions 
 The p roblems identi fied during Q C pe rformance a ssessment were mainly  of tw o typ es, na mely 
underestimated reference QPE by co-Kriging and the detailed design of the QC algorithm.  To address the QPE issue, 
radar-deduced rainfall accumulation may be improved by using a reflectivity-to-rain rate conversion formula  more 
representative of the convective climatology of the region.  Secondly, the r eflectivity thinning strategy could be 
adjusted to allow higher density of radar grid points in order to capture highly localized intense convective cells.  To 
this end, major optimization of the co-Kriging solver will be required as the total number of variables/equations will 
be increased non-linearly.  Apart from the underestimated QPE trend, ambiguous situations as discussed in Section 6 
also existed where a rain gauge is located on the edge of a rainy area.  At first sight, this might seem to prompt for 
consideration of anisotropy.  To address this issue, we studied the gauge-gauge variogram using the data at 11:30 am 
on 22 April 2010.  It was a classic case of SW-NE oriented squall line moving mainly from west to east with a small 
southward component.  The blue and red variograms in Fig. 1(d) corresponded to gauge pairs oriented NE-SW and 
NW-SE respectively.  It is evident that the two variograms differ appreciably only in the farther range, say beyond 40 
km with essentially the same correlation range.  This justified our earlier assumption of isotropy for th e co-Kriging 
neighbourhood.  And this short-range isotropy is expected to hold in general due to the use of 6-minute accumulation, 
which only reflects the rainfall distribution over a very short time scale (a typical rain band, including squall line, may 
travel onl y a f ew ki lometers and any a nisotropy ca used by advection a long the direction  of m otion will not  be 
apparent).  The fast  motion speed (of order 40 km/h) of the squall line in this case could also help smear out any 
anisotropy.  Yet the “edge” ambiguity is believed to be a genuine issue requiring further treatment in the future. 
 
 As for the design of the QC algorithm, one possible improvement may be achieved by considering also longer 
period accumu lations, e.g. 30-minute o r 60-minute, vali d at the same  time of the  6-minute rainf all.  These 
information could be even more useful for identifying false-zero type of errors as they are likely to persist in time in 
general.  Except at  the 30- and 00 -minute of the  h our, currently t here was no  di rect r eport o f such l onger-period 
accumulations fro m the G uangdong network during each update.  If required, su ch accu mulations have to be 
composed from the  “raw” 6 -minute data, a  process in which data avail ability will int roduce another QC problem.  
Another i ssue revealed in assessing th e QC performance for la rge erro rs is  that the  simple  c heck of cD D  is 
insufficient for di scriminating rain gauge reports that are not particularly large but are nevertheless inconsistent with 
the a mount of rainfall se en f rom ne arby ga uges or radar reflectivity values.  Skill sim ilar to those e xplained for 
detecting false zeroes may be explored in the future. 
 
8. Concluding Remarks 
 A localized version of  co-Kriging analysis was developed specifically fo r QPE using rain gauge and radar 
reflectivity da ta taken  in a sub tropical environment  of  southern Chi na, where highl y uneven convective rainfall  
distributions are common in spring and summer.  Such co-Kriging QPE provides a kind of “proxy” for measuring 
spatial consistency a nd a method for rai n gauge data QC.  Potential application of such technique in quality control 
over real-time rain gaug e rainfall w ith short acc umulation perio ds was e xplored.  Preliminary validation findings 
based on selected cases in Guangdong and Hong Kong showed that the proposed QC scheme performed satisfactorily 
with high error detection rate.  Under the existing radar data thinning strategy, the current co-Kriging solver requires 
a few minutes to complete a QC cycle for all gauges on a commodity Intel PC installed with Core i7 CPU at 2.67 GHz 
and Intel Math Kernel Lib rary.  But as discussed in Section 7, denser radar grid points is deemed necessary and a 
major optimization exercise will be required for enhanced operational performance.  The limited coverage of Hong 
Kong radars confined the p resent study to a range of about 256 km, leaving the quality of about one quarter of the 
1,200 gauges un checked.  Combined use with Guangdong radar data  will be pursue d to ove rcome the coverage 
limitation, as well as mitigating the range issue with reflectivity.  In the future, the QC algorithm will be enhanced to 
cater also for the 5-minute accumulations provided by the other two thirds of rain gauges in Hong Kong.  Moreover, 
60-minute accumulations will also be explored for possible further enhancement to the current algorithm.  
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(a)  (b)  

(c) (d)

  
Fig. 1 Average variograms and cross-variogram generated from 14 cases selected during 7 Feb – 1 Jun 2010. (a) 

gauge-gauge variogram; (b) radar-radar variogram; and (c) gauge-radar cross-variogram.  The respective 
theoretical variograms are annotated and shown as a red curve in each plots.  Plot (d) is the gauge-gauge 
variogram generated using the case data of 11:30 am on 22 April 2010 for studying anisotropy.  The blue 
and red variograms in (d) corresponded to gauge pairs oriented NE-SW and NW-SE respectively. 
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(a) (b)

(c) (d)

  
Fig. 2 Frequency dist ributions of RG-QPE residuals: (a) all dat a samples; (b)  all da ta samples but in linear 

scale (departures); (c) data samples with 2   only; (d) data samples with 3  . 
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(a) (b) 

 
(c) (d)

  
Fig. 3 Comparing QPEs (60-minute accumulations) and radar reflectivity  example of 22 April 2010 ending 

at 11:00 a m: (a) grid-based r adar-rain gauge co-Kriging; (b) 3- km radar reflectivity a t 11:00 a m, 22 
April 2010; (c) reflectivity-deduced rainfall using 1.6200Z R  ; (d) Barnes analysis using rain gauge 
data only.  Note that in the maximum rainfall category analyzed in (a) is 40-50 mm (near the left edge) 
whereas it is only 20-30 mm in the other two analyses in (c) and (d).  Actual rain gauge data (numbers 
overlaid on the maps) matched closely with rainfall isohyets in (a).  
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1. Introduction  

Cloud microphysical processes play critical roles in vertical distribution of atmospheric 
moisture and heat, and bring gr eat uncertainty to precipitation prediction, especially  
for severe rainfall eve nts. Due to the lim itation of computer power , p arameterized 
microphysical schemes are usually utilized in weather forecasting models and climate 
models. Dif ferent p arameterizations of cloud microphysics can lead to large 
discrepancies in pr ecipitation simulati ons. Li et al. (2009) sugges ted that 
single-moment schemes could significantly overestimate precipitation, especially with 
the Lin scheme, whereas prec ipitation amounts simulated with two-moment schemes 
were comp arable with the measurement s. Khain and Lynn (200 9) compared their  
simulation results obtained us ing the weat her research and forecast (WRF) model  
with spectral (bin) microphysics and compared with that obtained from the Thompson 
bulk-parameterization scheme. They found that the difference in vertical velocity,  
cloud structure and precipitatio n obtained by different schemes  is much larger than  
the changes caused by variation of aerosol concentration within each scheme. 

In the present study, we perform simu lations using WRF model with different 
parameterization schemes for cloud microphysical processes to investigate the effects 
of p arameterization of cloud mi crophysics on precipit ation for a deep convective 
system. 

2. Description of Microphysical Schemes and Numerical Experiments 

Four bulk parameterizations for cloud microphysical processes have been used in the 
numerical experiment s, including the Li n, Thomp son, Milbrand t-Yau and Morrison 
schemes. The Lin scheme is mainly based on the work of Lin et al. (1983) and  
Rutledge and Hobbs (1984). The saturation adj ustments are based on the work of 
Lord et al. (1984) and Tao et al. (1989). Thompson scheme is a two-moment scheme 
for rain, and it empl oys many technique s found in sophisticated spectral (bin) 
schemes using lookup tables (Thompson et  al., 2008). Milbrand t-Yau scheme is the 
two-moment version of Milbrandt-Yau ( 2005) microphysics scheme, and it predicts 
the zeroth and the third moment s of the size spectrum of  each hydrometeor category 
and uses the diagnostic equations for the shape parameter, based on the mean-mass 
diameter. As the Milbrand t-Yau scheme, Morrison scheme is also a double-moment 
scheme that predicts mixing ratio and number  concentratio n of five types of 
hydrometeor species, including cloud dr oplets, cloud ice, snow, rain and graupel 
(Morrison et al., 2009). 
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A deep convective system developed over Beijing area from 0500 UTC to 1200 
UTC, 31 May 2005, is considered in this study. The thermodynamic profiles observed 
over Beijing meteorological observatory at 00:00 UTC on 31 May 2005 are shown in 
Fig. 1. Version 3.2 of the WRF model is run for a 24-h period from 0000 UTC, 31 May 
2005, to 0000 UT C, 1 June 2005, over the dom ain shown in Fig. 2. The model is  
configured with three nested gr ids with spacing of 27 km (150×150 grid points) for 
domain 1, 9 km (136×136 grid points) for domain 2, and 3 km (64×70 grid points) for 
domain 3. Domain 1 is centered at 40.0ºN and 116.5ºE. The modeling system  
employs the Mellor-Yamada-Janjic TKE PBL scheme, the thermal diffusion 
land-surface scheme. Kain-Fritsc h cumulus parameterization sc heme is used in the 
27- and 9-km domain, and no cumulus parameterization is used in the 3-km domain.  

 

 Fig. 1 Vertical profiles of temperature (right  
thick line) and dew point temperature (left thick 
line) of Beijing station at 00:00 UTC on 31 May, 
2005. 

  

 

Fig. 2 Nested grid domains.

3. Results 

3.1 Comparison of radar reflectivity  

Figure 3 presents the simulated radar re flectivity from  two single-moment 
microphysical schemes (Lin and Thom pson scheme) and two double -moment 
schemes (Milbrandt-Yau and Morrison scheme) at 10:00 UT C on 31 May 2005. It is 
revealed that radar reflectivity simulat ed by single- moment scheme yields more 
pronounced convective core, especially with  Lin scheme. Li (2009) suggested that  
overestimated of radar reflectivity by the Lin scheme is due to more warm rain but less 
ice particles produced in the microphysical processes. But in this study, it is difficult to 
determine which scheme is more realistic, due to lacking of real-time measurements. 
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Fig. 3  Comparison of radar reflectivity at 10: 00 UTC on 31 May 2005 over Bei jing area from  
different microphysical schemes. 

 

3.2 Comparison of rainfall rate 

Figure 4 shows the pattern of simulated 24-h precipitation from 00:00 UTC on 31 May 
to 00:00 on 1 June 2005 using the four different microphysical schemes and available 
observations. In general, three schemes  reproduce the precipitation pattern 
successfully compared with the observations. The two major intensive rainfall centers 
are predicted by the Lin, Thompson and Morrison schemes, but the Milbrand t-Yau 
scheme underestimates the rainfall rate as  well as  the preci pitation area. The 
simulations by Lin scheme has better agr eement with measurement s, although the 
precipitation amount is ov erestimated over the north and eastern area and is 
underestimated over southern part of Beijing. The major intensive centre of rainfall by 
Thompson and Morrison scheme appears to t he east and southeast of the measured 
region, respectively. Both two-moment schemes underestimate the precipitation in this 

Lin Thompson

Milbrandt-Yau Morrison 
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case, implying the import ance of determi ning appropriate microphysical scheme to 
achieve comparable results with observations before detailed studies.  

 

 

 

Fig. 4 Comparison of 24- h accumulated precipitation at Beiji ng area from 00:00 UTC, 31 May to  
00:00, 1 June 2005 using different microphysical sc hemes with observatio ns from Wang et al. 
(2009). 

 

4. Summary 

The ef fects of p arameterization of cloud  microphysics on precipit ation for a deep  
convective system have bee n investigated using the WRF model. Dif ferent 
parameterization schemes for microphysica l proces ses of cloud and precipit ation 
included in the WRF model are tested. The results showed that the Lin and Thompson 
schemes could reproduce the precipit ation p attern more consistent with the 
measurements than the other schemes, but both of these single-moment schemes 
overestimated the precipitation amount, especially for the Lin scheme. It is suggested 
that the microphysical schemes should be  tested before the model is used for 
precipitation prediction for a specific region. 
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1．Introduction 

Rainfall is o ne of the most import ant weather phenomena which could result in 
severe flood and huge economic loss. A timely and accurate quantitative precipitation 
forecast (QPF) is a primary goal of operational predictio n and one of  the most factor 
that af fects the issuance of  flood  warning( Gourley and V ieux, 2005 ). Short-ran ge, 
especially medium-range precipitation forecast, have been greatly improved by employing 
the ensemble prediction systems (Charba and Klein 1980; Charba et al. 2003). However, 
quantitative precipit ation forecast s lose skill ra pidly with r ange than forecast of a ny 
other surface elements (Sanders, 1986), such as the temperature forecast s. In order to 
improve a single ensem ble predict ion system (EPS), multi-model prediction syst em 
(MPS) and  probabilistic predicti on were developed with considering th e 
characteristics of many EPS, i.e.. The simulation of initial uncert ainties (Park et al,  
2008; Johnson and Swinbank 2009). The THORPEX Interactive Grand Global Ensemble 
(TIGGE) program provides a ver y good opportunity for MPS, probabilistic precipitation, 
and flood with further research.  
2. The data and the test catchment 
    The European Center for Medium-Ran ge Weather Forecasts (ECMWF), the United 
States National Ce nter for Envir onment Predictions (NCEP), and the Chi na 
Meteorological Administration (CM A) multi- member 1-10  day’  tot al precipit ation 
forecasting with initial time is 0000G MT obtained from the TIGGE-CMA portal were used 
in this study. The Dapoling-Wangjiaba catchment of the upper Huaih e River with 19 rain 
gauges was t aken as th e test case. Three ensemble prediction syste ms (ECMW F, 
NCEP and  CMA) multi-member 1-10 days’  precip itation foreca st from th e 
TIGGE-CMA archiving center to be used. The test time lasts from 1 July to 6 Augu st, 
2008. Multi-model combination has more impact than calibration, so no quality control 
and bias correction are implemented for EPS and MMS. T he equal w eighted factor 
was arbitrarily imposed on the MMS with t he assumption that all ensemble members  
are equal likely and ensemble size is irrelev ant, not considering the forecasting skills 
of individual EPS.  

3．Methodology and result analysis 

The threat score (TS) method, Brier score method and Percentile pr ecipitation 
method were applied to assess thr ee EPSs and their grand EPS. The precipit ation 
was divided into four ca tegories with the consistency of op erational forecasts at the 
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National Meteorological Center (NMC) of CMA  as no ra in, moderate rain and heavy 
rain for the threat score, bias score and the brier score assessment, but all intensities 
were taken into consideration with the percentile precipitation. 

According to the results of threat score and bias score (Fig.1 and Fig.2), compare 
with the EC,  the MPS h as an equal or sli ghtly better performance, meanwhile much  
better than CMA and NCEP. Maybe the number of ensemble members is the key to 
explain the MPS inclined to EC. What must be pointed out is that the little rain forecast 
of CMA gives the best threat scores with the lead time less than 6 days. But the false 
alarm rate o f CMA is also higher  than the other s with all 10 -day’ little ra in forecast. 
With the result of  the thr eat score and bias scor e of CMA for the moder ate rain and 
heavy rain, the CMA have a good performance on the little rain forecast at the price of 
the poor capacity on the heavy precipitation forecast. 

 
Fig. 1 Threat Scores of ensemble mean, CMA (black line with rectangles), EC (red 

dashed-circle line), NCEP (brown dotted-triangle line), and MPS (blue dashed-star line). 
(a)No Rain, (b) Little Rain (c) Moderate Rain (d) Heavy Rain 

 
Fig. 2 Bias Scores of t he ensemble mean, CMA (black line with rectangles), EC 

(red dashe d-circle line), NCEP  (b rown dotted -triangle lin e), and MPS (blue  
dashed-star line). (a)No Rain, (b) Little Rain (c) Moderate Rain (d) Heavy Rain 
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It is can be seen from the results of Brier score (Fig.3), for little rain forecast, the 
MPS give the best  performance, and the CMA  does the w orse which is ju st as th e 
result of the threat scor e and bia s score. The evaluation of brier score of moderate  
and heavy rain shows that some members in the three EPSs have the cap abilities to 
catch some extreme events within 10 days, and MPS increased the probabilistic skill 
of heavy precipitation prediction, though the capabilities is weakened evidently by the 
smoothing process of ensemble mean. 

 
Fig. 4 Brier Scores of CMA (thick-solid black line with rectangles), EC (dashed red line 
with circles), NCEP (dotted brown line with triangles), and MPS (dashed blue line with 

stars). (a)No Rain, (b) Little Rain (c) Moderate Rain (d) Heavy Rain. 
 
With Percentile precipit ation method, the percentile precipit ation has been used 

to reveal the result of probabilistic fore cast intuitively (Fig.4). T he observed 
precipitations were usually included by the 25th and 75th percentile precipitation with 
short time  forecast s. The percentile pre cipitation per form well with temporal 
precipitation distribution,  Meanwhile,  the result of the percentile precipit ation shows 
that the MPS include m ore probabilities than a single EPS for the daily area rainfall. 
For station precipitation, the analysis for an extreme rainfall event that h appened on 
23 July, 2008 displays that the precipit ation tends to be underestimated as the lead 
time ranges up to 5 da ys, and the error sudde nly increased in the 6-d ay’ forecast. 
However, the MPS outperforms any of the three EPSs, wh ich is improved in sp ace 
distribution of precipitation and the intensity, but the result ju st could be only used as 
reference for forecasts longer than 5 days. 
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Fig. 4  Comparison of percentile areal-averaged-precipitation of CMA, NCEP, EC and 
MPS over Dapoling-Wangjiaba catchment for lead time of (a) 1 day, (b) 5 day, and (c) 10 
day between 11 Jul and 6 Aug, 2008. （The five short lines in every box-and-whisker plot 
indicate the 5th, 25th, 50th, 75th, and 99th percentile precipitation, respectively） 

4． Conclusion and outlook 

With the developing of EPS and methodology of probabilistic forecast, and importantly 
our un derstanding of the  scientific b ases of forecasting extreme precipit ation eve nts, 
providing 3-10 days’  probabilit y flood forecast was being well developed.  Meanwhile,  
based on the development of num erical prediction, the f easibility and ample sp ace of 
developing probability forecast have been well documented (Krzysztofowicz 2001, Thielen 
et al. 2009). Something we must point out is  that, the bilinear interpolation method was  
implemented in this study, and the  effect of topography was no t considered. In addition, 
Buizza and Palmer (1998) and Verbunt et al. (2007) pointed out that precipitation usually 
affected by the total number of ensemble members, though not sure how many members 
are necessary. More work should be done about how to particularly set the weight of every 
single EPS. 
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ABSTRACT 

Planetary boundary layer(PBL) parameterization is an essential part of numerical weather 

prediction model. There have been many PBL schemes applied in all kinds of models, such as 

AREM, GRAPES, MM5, WRF and so on. There are several layers in boundary layer for all 

PBL schemes except for The Bulk boundary layer scheme in MM5. Therefore, the PBL 

scheme itself is a part of model's function. Each PBL scheme is different in its formulation of 

vertical mixing within the PBL and the surface fluxes, which in turn leads to the difference in 

upper free convection atmosphere. The main work and findings of this study are shown as 

follows: 

GRAPES(Global/Regional Assimilation and Prediction System) is a new 

generation numerical  model in China.  The model version is GRAPESv3.0. It  is used 

to simulate a heavy rain case with the same conditions except for the PBL parameterization 

schemes. Tests are conducted to determine the sensitivity of the simulation to the available 

PBL parameterization schemes, including the MRF scheme, MYJ scheme, YSU scheme and 

no PBL parameterization scheme.  

Significant sensitivity is seen that the structure of meteorological fields and the 

precipitation vary greatly with different PBL schemes. The MRF boundary layer scheme 

produced the strongest storm while NO boundary layer scheme produced the weakest storm. 

Results suggest that accurate forecast of heavy rain is sensitive to the boundary layer 

parameterization scheme. 

The schemes and model parameters are set in Table 1. 

Table 1  the scheme and model parameters 

item schemes 

dynamical process 

resolution 

Grid 

Grid number 

model top 

data 

spatial interpolation 

Microphysics 

Cumulus 

Radiation 

land surface  

PBL 

 

time step 

lateral boundary 

Non-hydrostatic, full compressible atmospheric dynamics scheme 

Horizontal resolution 0.15 degree vertical 31 levels 

Arakawa-C 

500*330 

35000m 

NCEP reanalysis data 

bilinear interpolation 
NCEP cloud5 

Kain-Fritsch 

RRTM long wave and Dudhia short wave 

OSU LSM 

no PBL parameterization scheme (test 1), MRF (test 2), MYJ (test 

3), YSU (test 4) 

90s 
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time-dependent boundary condition 

During the period of 8
th
-10

th
 June 2008, a heavy rain occurred in Hubei Province. The 

GRAPES model version 3.0 is used to conduct investigation of numerical simulation for this 

case. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1 observed rainfall distribution and simulated rainfall distribution (00-24hour).  

(a)observed rainfall,(b)simulated rainfall(test 1),(c)simulated rainfall(test 2),(d)simulated 

rainfall(test 3),(e)simulated rainfall(test 4) 

4 PBL parameterization schemes are used to make 48 hour precipitation simulation. Figure 1 

gives observed precipitation and test 1-4 simulated 24 hour precipitation chart. It shows that the 

distribution of the Hubei Province precipitation simulated by 4 tests are basically in harmony with 

the distribution of observed precipitation, but the direction of the rain belt simulated by test 1 (no 

PBL parameterization) has the deviation with observation, the simulate effects simulated by test 

2-4 compared to test 1 good. The boundary layer parameterization scheme can improve the 

rainstorm forecasting, MRF scheme simulate the distribution of rainfall area closest observation 

data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1 observed rainfall distribution and simulated rainfall distribution (24-48hour).  

a b c 

d e 

a b c 

d e 

-512-



(a)observed rainfall,(b)simulated rainfall(test 1),(c)simulated rainfall(test 2),(d)simulated 

rainfall(test 3),(e)simulated rainfall(test 4) 

Figure 2 gives observed precipitation and test 1-4 simulated 24-48 hour precipitation chart. It 

shows that the precipitation area of east part of  Hubei Province can be simulated by test 1-4, but 

the rain belt simulated by test 1(no PBL parameterization) moves east quickly, the distribution of 

the precipitation area simulated by MRF scheme is closest to observed data. To the northeast of 

Hubei Province, the false precipitation simulated by test are most, the precipitation simulated by 

MYJ scheme  is closest to observed data , the precipitation simulated by test 2-4 are all better 

than test 1. To the northwest of Hubei Province, the test 1 Failed to report the precipitation, the 

precipitation simulated by MRF scheme is closest to observed data, next is the YSU scheme. 

Overall, in this precipitation process, the precipitation simulated by MRF scheme is the best and 

that of the test 1 is the worst.  

 The simulation was basically possessed of a capability to reproduce the genesis, 

development and evolution of the large-scale and meso-scale weather systems. Special 

analysis is made to see the impact of different boundary layer parameterization schemes on 

some factors which affect the heavy rainfall such as vertical velocity, divergence, vorticity, 

divergence of water vapor flux, se  field and so on. The simulated results revealed that the 

precipitation simulated by the model is sensitive to the boundary layer parameterization 

scheme. Different parameterization schemes have different influences on the maximum 

intensity of rainfall and the distribution of rain area. Suitable boundary layer parameterization 

scheme has obvious improvement on simulated results. 

 

Key words: GRAPES， PBL parameterization Numerical Simulation，Rainstorm 
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The Dynamics and Energetics of Error-growth in Heavy Rainfall Prediction* 

 
Zhang Li-Feng, Luo Yu 

(Institute of Meteorology, PLA University of Science and Technology, Nanjing 211101, China) 
 

    Understanding the heav y rainfall predictability and the associated error growt h dyna mics i s 
crucial to t he en hancement of  severe weather pr ediction, i mplementation of sho rt-term ensemble 
forecast a nd the de sign of  ef ficient dat a assimil ation tec hnique. Foc using on the f orecast dif ference 
due to  initial uncertaint y, many inv estigations of meso-scale predictabilit y validates the i mpact of 
moist convection on initial error growth (Zhang, 2003; Tan and Zhang, 2004; Zhang and Bei, 2007). 
Recent studies on the predictability of Mei-Yu front heavy precipitation in China also reveal that th e 
significant error growth is associated with moist convection (Bei and Zhang, 2007; Liu and Tan, 2009) 
or diabatic latent heating (Luo and Zhang, 2010).  

To explore the predictability of heavy rainfall and the key physical process affecting it, this essay 
focuses on the flood event of 12-13 June 2008 in Guang Xi Province in China. The difference between 
control- an d perturbed-simulation in  A REM (Advanced Regional Eta-Coordinate Numerical 
Heavy-Rain Prediction Model) is discu ssed to anal yze the evolvement of error growth and study the 
error growth rate budget through its ener getic form. The control simulation (CNTL) is initialized by 
NCEP  11   rean alysis data while the perturb ed simulation (Pert-2K) is performed throu gh the 
addition of initial temperature perturbation (error). 

The power spectru m of precipitation difference reve als that the pr ecipitation with l onger 
accumulated ti me i s more predictable and thu s indicates t he dif ficulties faced for s mall-scale, 
short-period rainfall prediction . Ge nerally, the f orecast dif ference grows f rom localized patches t o 
larger coverage.  However, the detail of upscale er ror-growth differs in upper and lower troposphere. 
The si gnificant erro r gro wth o f lower level is  co nfined in th e vicinity of a ctive mo ist convectio ns 
(Fig.1a) and this proves the relation between rapid error growth and convective instability. In contrast, 
upper-level error growth presents larger coverage (Fig.1b), which is characterized by the error growth 
propagating from convective regions to  jet strea m and hence taking on further amplification. As t he 
high jet stream region becomes another sensitive area of error growth, this implies the plausible impact 
of baroclinic instability on error growth. 

 

(a) (b) 
Fig.1 The meridional wind difference at 24 h (thin lines for positive; short dashed lines for negative; 

interval is 2 m s-1) between CNTL and Pert-2K over (a) 850 hPa and (b) 200 hPa 

(thick dark line for 343se K at 850 hPa to define the convective region; thick yellow line for velocity 

of 30 m s-1 to define the high jet stream) 
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 2

In te rms of ener getics, the  hea vy rainfall pr ocess can be de scribed as a series of en ergy 
conservation. The condensation of water vapor causes the release of latent heat,  thus the latent energy 
(LE) is converted  into tot al poten tial ener gy (TPE) through latent h eating (LHT). As the pres sure 
gradient is chan ged due to the condensation warming,  the kinetic energy (KE) must increases at t he 
expense of TPE via the adiabatic cross-isobaric flow (KGEN) to regain the balance between wind field 
and pr essure. Such energy budget modality indicate s that TPE acts as the in termediary between L E 
and KE. LHT and KGEN reflect the main energy conservation process an d these two ter ms are well 
correlated (Fig.2). Since the energy growth is mainly determined by LHT, the latent heating serves the 
energy source during the generation of precipitation.  

In add ition, t hrough the exa mination o f th e error -energy bu dget, it is found  t hat the do minant 
source te rms for er ror growth are nonlinear velo city advection (ADV T) a nd dif ference in late nt 
heating f rom convection (DLHT). These two t erms present comparable magnitude during t he entire 
integration (Fig.3). Particularly , DLHT  is mainly res ponsible fo r the rapi d error growt h during th e 
early stage (about the first 6 h). Therefore, the generation of pr ecipitation and the error growth share 

the e nergy sour ce—latent heati ng. S uch negative role of latent heating due to m oist convection 

indicates that the predictability of heavy rainfall is inherently limited. 

 

Fig.2 Time evolution of latent heating term (LHT) and kinetic energy generation term (KGEN) (J s-1 m-2) 
 
Based o n th e error -energy bud get, th e deco mposition of nonlinear velocity advecti on t erm 

(ADVT) can explain the error growth near high jet s tream where the latent heating is less important. 
The components of AD VT indic ate that the err or growth m ostly depends on the b ackground flow 
(UVBFG) and its evolution (Fig.4). A further decomposition of UVBFG into different terms associated 
with background horizontal shear (BHS) and vertical  shear (BVS) shows that the horizontal shear of 
wind field mainly ser ves the error-energy sour ce t hough, the i ntensifying ver tical sh ear can ca use 
drastic incr ease in AD VT and the a ssociated err or-energy growt h. This f urther pr oves that the  
baroclinic instability is also an important mechanism for error growth. 

As the terminology of instability is concerned, it is noted that the knowledge of instability theory 
is generally modulated by the a mplification of perturbation within the basic s tate flow. Actually, the 
flow-dependent error growth in this essay can be well analogized to the perturbati on-growth 
associated with instability m echanism (o r dynamics). Theref ore, th e p roblem of predictability is 
closely related to the atmospheric stability. In this context, it can be concluded that the fast initial error 
growth due to insta bility with in atmospheric f low contaminates the f orecast and l imits the  
predictability. Thus, the weat her system growing from uns table fl ow regime has its in trinsic 
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 3

predictability. 

 
Fig.3 Time evolution of the error-energy            Fig.4 Time evolution of the ADVT near high 

tendency (DTEN) and each of its                  jet stream and each of its components.  
source/sink term.                           (DADVT: production of nonlinear interaction 

    (PGF: production of pressure gradient forcing;              between perturbations or errors; 
 COLD: production of adiabatic cooling;          BADVT: term due to the propagation of  
 DIFF: production of diffusion)                          erro r by background flow; 
                                           TBFG: production due to the background 

temperature gradient) 
                                      
Therefore, the improvement of observation and data assimilation technique is essential to the fine 

precipitation prediction t hough, the intrin sic predictability of precip itation disrup ts the det erministic 
prediction. Thus an alternative is to develop the probabilistic or ensemble forecasting schemes. 
 

*This research was supported by the National Natural Science Foundation of China (40975031) 
Corresponding author: Zhang Li-Feng, (zhanglif@yeah.net) 
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The Estimation of Rainstorm Forecast Skill along Yangtze Valley through 

Atmospheric “Strong Signal” Area Data Assimilation in Key Area  

on Tibetan Plateau 
Shengjun Zhang1), Xiangde Xu1), Shiqiu Peng2) 

1)State Key Laboratory of Severe Weather , Chinese Academy of Meteorological Sciences , 
Beijing 100081 , China 

2)Laboratory for Tropical Marine Environmental Dynamics, South China Sea Institute of 
Oceanology, Chinese Academy of Sciences, Guangzhou, China 

Key Words: Tibetan Plateau, TS Score, Rainfall forecast 

1 Introduction 
Tibetan Plateau has al ways been re ferred to as “roof of the worl d”. It is the l argest and  

highest plate au in the world. Because of its unique topographic  feature, T ibetan Plateau (TP , 
briefly) plays an im portant and special role in  the global atmospheric energy and hydrologic al 
cycles. 

Some Rese arch indicates that, as the  lar gest and highest plateau in the world, TP  has 
become an abnorm al key  area of water vapor transport with great triangle shape, which 
encompasses the abnormally  rem arkable warm an d wet air -flow and the transport of water 
vapor coming from the southern India n Ocean, South-China Sea, and the low-latitude pacific,  
effected by the dy namic- and heating influence.  Furthermore, it has been documented that the 
key regions of occurrence of floo ding and drought in the East Asia, particularly in the Y angtze 
River valley, present a great deal of sensitivity  to the anom alies in the water vapor distribution 
in this great triangle region. Because water vapor  converges and t ransports to t he east, T ibetan 
Plateau serves not only as a water -vapor pump, but also acts as “a water storage and rechannel 
station”. 

Although TP accounts for nearly 1/4 of the total  land area of China, meteorological 
observational and operational stations a re scarc e over this vast land. This proble m has been 
causing unc ertainty in  t he predictio n of  hi gh-impact weath er over the plateau and its 
downstream regions, especially  i n t he Y angtze an d Y ellow ri ver valle ys and East Asian 
countries. 

In order to im prove the weather for ecast skill, WWRP/WMO has put great ef fort to 
develop the observation technique in sensitive ar ea and observation s ystem. That is, for some 
high-impact weather to be forecasted, there ex ist corresponding sensitive area in its upstream 
regions, where, the observation will benefit the forecast quality. If such sensit ive area can be 
found, an d some useful observational factors ca n be defined, then the observation data are 
assimilated into the numerical model and, th e prediction of high-im pact weather in its 
downstream regions will be enhanced. 

In 2 008, ba sing o n Ne w Integrated Observation al S ystem over the Tibetan Plateau  
supported by the Chinese–Japan ese joi nt international cooperation program , P eng Shiqiu, Xu 
Xiangde et al. put forward the concept of “key area” utilizing a north-south line of observational 
data from GPS and AWS stations on the east fringe of TP (Fig. 1), which has been used in the  
numerical simulation on the severe  sn ow in south China in 2008. The results indicated t he 
concept would benefit the numerical simulation on the severe snow in winter. But how about the 
use of the concept on the rainstorm forecast in summer? How about the effect?  
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Fig. 1  The terrain height in simulation area and the distribution of AWS stations (solid 

triangles mean stations whose AWS data is assimilated into model, empty triangle are stations 
failed to pass the quality control, the dashed line denotes the “key area” with 7 stations in it) 

2 Data and Methodology 
In this research, according to the concept of “key area” acros s the south-north profile of 

eastern the TP, 24 AWS-data from the new generation of Integrated Meteorological Observation 
Network in JICA Project , which has passed th e quality  control, were assi milated into the 
numerical model, to inve stigate its i mpact on m odel si mulation results. T wo rainfall case s, 
(0800UTC 8 th-0800UTC11th, Jun.  20 08, and  08 00UTC  28 th-0800UTC 1 th, Jul. 2009 
separately), are elected as t he target cases. The NCEP forecast data is selected as the large-scale 
background f ield and t o a fford t he for ecast boundary . As a result, our  focus  will be on t he 
rainfall forec ast by  assi milating AWS-data into th e firstguess fiel d. In the experi ment desig n, 
some key  factors, including water vapor , surface te mperature, surface pre ssure et al., a re 
assimilated i nto the firstguess filed. In the meanwhile, in sensitive experi ments, the ef fect of 
different assi milation-window in the assi milation scheme on the forecast  r esult is furt her 
discussed. 

3 Results 
3.1 Results in case 1 (0800UTC 28th, Jun.-0800UTC 1th, Jul. 2009) 
    According to the TS score of accumulated rainfall after 2 4h-, 48h- an d 72h num erical 
simulation (Fig. 2), the TS score for the moderate rain is almost the same whether the AWS-data 
were assimilated into the firstguess field or not. But for heavy rain, rainstorm, the TS score were 
improved sig nificantly on  the whole. Furthermore, for dif ferent rainfall order and dif ferent 
assimilation-window, the rainfall forecast in sens itive experi ments with 7 A WS-data in “ke y 
area” as similated into the firstguess fi eld was be tter than the rainfall forecast  in experime nts 
with 24 AWS-data assimilated into the firstguess field. 
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Fig. 2 TS Score of accumulated 24h rainfall after 24h forecast (a), 48h forecast (b) 72h forecast (c) 
(0h, 2h…denote different assimilation windows, 7s denotes 7 stations in key area, all for 24 stations) 

Comparing with the real r ainfall observation (Fig.  3a), in con trolling experiment without  
AWS-data were assimilated into the firstguess field, there is a remarkable distance in the pattern 
of the foreca sted rainfall (Fig. 3b). After 7 A WS-data in “ke y area” wer e assimilated into the 
firstguess field, the pattern of the forecasted rainfall was more close to the real observation (Fig. 
3c). 

 
a  observation             b   c ontrol experiment       c  se nsitive experiment 

(no assimilation)     6h assimilation windows and 7 station 
Fig. 3 24h accumulated rainfall after72h forecast 

3.2 Results in case 2 (0800UTC 8th-0800UTC11th, Jun. 2008) 

  
Fig. 4  the same as in Fig. 2, but for case 2 

 
Fig. 5  the same as in Fig. 3, but for case 2 
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In case 2, f or the TS score of accum ulated ra infall after 24h-, 48h- and 72h- nu merical 
integration and the forecasted rainfall, the same conclusion can be gotten as in case 1. 

4 Conclusions 
Comparing all results in different experiments, we can see that, the forecast result with the AWS 

data assimilated into the initial firstguess field, are better than result without AWS data in all two 
cases on the whole. Furthermore, for ex periments, i n which only the AWS da ta in “key area” are 
assimilated into the firstguess field, the forecast result, including the TS score, are better than those 
experiments with all A WS dat a are a ssimilated i nto the firstguess field.  Es pecially for t hose 
rainstorm event, the TS score in experiment with only 7 AWS data are assimilated into the firstguess 
field, are im proved remarkably. So the c oncept of  “ key area” not only be nefits t he simulation on 
severe snow in winter, but also helps to improve the rainstorm forecast in summer. 
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Study on the 3D Structure of Typhoon Krosa (0716) Rainband 

with Dual-Doppler Radar 

Zhou  Haiguang 

State Key Laboratory of Severe Weather, Chinese Academy of Meteorological 

Science, zhg@cams.cma.gov.cn

 

The typhoon Krosa (0716) landed on the vi cinity region between Zhejiang  

province and Fujian province at 1530 LST 7 October 2007 for the third ti me. 

The spiral rainband produced a heavy rainfall in the south and middle region of 

Zhejiang province. An outer spiral rainband passed through the dual-Doppler  

radar observation domain composed by  Ningbo and Zhoushan Doppler radar . 

Three dimensional wind fields were retrieved by the dual-Doppler radar  

volume scan data. The mesoscale structure of the spiral rainband was studied 

by the 3D wind. It shown that there were some strong reflectivity areas at the 

low level of the rainband. The inflow in  the up stream of the rainband out side 

was weak.  On the other hand, the inflow  in the downstream of the rainband 

outside was strong. There was out flow in the inside of the rainband at the low 

level. In the vertical cross-section, t here was inflo w in the low level of the 

outside rainband. The inflow entered the rainband at low level (z<2km) from  

the outside rainband. On the other hand, there was outflow in the inner side of 

the rainband. These flows conve rged at the low level of the rainband center 

region. The t angential component of the wind decr eased with height and the 

maximum wind region was at 2km height 
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Research of Meso-scale Convective Systems 

over Jinan on 18 July 2007 
ZHUO Hong1，2,ZHAO Ping3,REN Jian2,PU Zhangxu2,and YANG Furong2 

1. State Key Laboratory of Severe Weather, Chinese Academy of Meteorological 
Sciences, Beijing, China 

2. Jinan Meteorological Bureau, Jinan , China 
3. National Meteorological Information Centre, Beijing, China, zhaop@cma.gov.cn 

 
1. Introduction  

Meso-scale convective systems (MCSs) appear repeatedly in the same region 
often result in severe heavy rain. The first study of MCS focused on the Meso-scale 
convective complex (MCC, a large scale MCS), which was defined by Maddox (1980) 
based on satellite infrared Black Body Temperature (TBB)( Velasco et al,1987;Miller 
D,et al,1991;Tao et al,1998).After that, Scholars have revised the shape and scale 
(Augustine, et al,1988; Ma Yu,1997). Recently, the shape and scale of MCSs have 
been reclassified(Anderson，et al，1998；Jirak，et al，2003) and divided into four 
categories(Table 1): MCC, permanent elongated convective system(PECS), 
Meso-β-scale MCC (MβCCS) ,and Meso-β-scale PECS( MβECS). 

 
Table 1.  MCS definitions based upon analysis of IR satellite data (Jirak 2003) 

MCS 

category 
Size Duration Shape 

MCC 
Cold cloud region ≤-52℃ with 

area ≥50000km2 

Size definition met for 

≥6h 

Eccentricity≥0.7 at time of 

maximum extent 

PECS   
0.2≤eccentricity＜0.7 at 

time of maximum extent 

MβCCS 

Cold cloud region ≤-52℃ with 

area ≥30000km2 and maximum 

size must be≥30000km2 

Size definition met for 

≥3h 

Eccentricity≥0.7 at time of 

maximum extent 

MβECS   
0.2≤eccentricity＜0.7 at 

time of maximum extent 

 
A large PECS occurred on July 18, 2007 in North China. Figure 1 shows that 

Jinan city, the capital of Shandong province, was located in the heavy rainfall center, 
and the maximum 1h precipitation reached 151 mm.  
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Fig.1 (a) Total precipitation (mm) from 08:00 BST on 18 July to 8:00 BST on 19 July, 2007; and (b) total 

precipitation (mm) from 17:00 BST to 20:00 BST on July 18, 2007 at Jinan automatic weather stations（the shaded 

areas indicate the Jinan urban area). 

 

2. Data 

The data include the conventional observations, FY-2 satellite infrared and visible 
cloud images, and the meso-scale automatic weather station data. 

 
3. Background before the PECS formation 

The east Asian trough presented near the mid-latitudes of Japan at 200 hPa, and 
less moved (Fig. 2a). A long wave trough situated from inner Mongolia to Xinjiang 
province. Between the two troughs was the power South Asia high. The upper-level 
westerly jet was located in the north of the South Asia high, and the maximum winds 
exceeded 48m/s , with obvious anti-cyclonic curvature( Fig.2a).Figure 2b gives the 
Geopotential height, temperature and wind fields at 850hPa. Obviously, the maximum 
wind speed of low-level jet that over 18m/s existed in south China. On the left of the 
low level jet was Shangdong province. From figure 2c, the lower southwest flow in the 
northwest side of subtropical high transported vapor to north China continuously. At 
this time, Jinan city was the center of strongest water vapor flux convergence zone. 
This weather situation caused a wide range of wet unstable energy region 
(θse500-θse850<0) in north China (Fig.2d). From T-LogP chart at 08:00BST (figure 
omitted), the humidity level was deep, and saturated layer extended from surface to 
500hPa.Meanwhile, there was a significant warm, dry cover between 300 and 400hPa. 
Clockwise wind turning from southwest at bottom level to northwest at up level 
showed strong warm advection. The humidity level became thicker, but the lifting and 
free convection levels were lower at 14:00BST.These show that there were small 
negative buoyancy over Jinan city, and just a very little lift force could produce deep 
convection. 

b a 
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Fig.2  (a) Geopotential height (10gpm,thin solid lines), temperature (℃,thin dotted lines), and wind (m/s) 

fields at 200 hPa at 8:00 BST on 18 July 2007 (shaded areas are for ≥30m/s, and the pentagram indicates the 

position of Jinan City, long arrowheads denote the prevailing current directions), (b) same as (a) but for 

geopotential height, temperature, and wind fields at 850 hPa(shaded areas are for ≥12m/s), (c) same as (a) but for 

water vapor flux (vector) and its divergence(10-7g/hPa.cm2.s), and (d) same as (a) but for the difference of 

pseudoequivalent potential temperature(K) between 500hPa and 850hPa 

 

4. Trigger condition 

   It is quite evident from Fig. 3 that the PECS trigger had close relationship with the 
invasion of cold air from the northeast. The cold air behind the eastern cold front 
reached the Northeast Plain where the temperature was lower than other places, then 
returned to the southwest along the cold front, made temperature lower than before, 
and the wind discontinuity line between northwest and southwest became to northeast 
and southwest .This strong convergence strengthened updraft and vapor that the 
heavy rain needed. A string convective cloud clusters which were composed by A and 
Bγ-scale convective cells, developed behind the front. Two cloud tops might represent 
two separate updrafts. 

A
B

A
B

 
Fig.3  (a) surface pressure (hPa,solid contours), temperature(℃,dashed contours), wind(m/s) ,and infrared 

a b 

c d 

a b 
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satellite images at 12：00BST on 18 July 2007(arrow indicated the location of MCC，thick dashed lines indicated 

the locations of outflows); (b) for amplified FY-2C satellite visible cloud image at 12：00BST on 18 July 2007( arrow 

A and B indicated the location of convective cells). 

 

5. Cloud characteristics 

The PECS has been composed by 10 convective cells successively, and soon 
fromβorγ-scale became toα-scale with abundant moisture. When it developed in 
vigorously growing stage, the PECS contained five isolated convective cells with  
higher cloud tops. The initial convection occurred at 12:00BST and the cold cloud 
cover area of less than 221K developed into 50000 km2 within 2 hours, and matured 
in the morning at 1:00BST,but disappeared rapidly at 6:00BST. From birth to die, the 
PECS have experienced 18 hours. In general, the PECS cold cloud cover area of less 
than 221K when it matured was much larger than ordinary MCC (figure omitted). 

Two heavy precipitations over Jinan city and Shanghe, a county in north Jinan, 
were related to sudden cloud top strength when two clouds combined. The heavy 
precipitation over Shanghe was produced by a 191k cloud top when two independent 
clouds compound into a MCC, however, the heavy precipitation over Jinan happened 
when a 187k and another 189k cloud top merged into a stronger 183k cloud top in the 
same α-scale MCC(figure omitted). 

At 15:30BST, when heavy precipitation began, a curved thin line of cumulus 
clouds generated in the windward side of Shanghe(fig.4a), in which included four 
small cloud tops. After half an hour, a convergence line formed between the cold air 
and warm atmosphere. Figure 4(b) shows that a mesoscale thunderstorm high 
appeared at 16:00BST, which east-west length was about 2 longitude distances and 
width was about 1/4 length (fig.4b). One hour later, the high expanded into 
high-pressure group, and its range increased from γ-scale toα-scale. At 19:00BST 
(figure omitted), the rear of thunderstorms formed a complete wake low. After the high 
pressure disappeared, the scope and intensity of the wake low have achieved the 
strongest peak (figure omitted). 

 

Fig.4 (a)FY-2 visible cloud image at 15：30BST on 18 July 2007 ( black circle indicate the formation locations 

of convective cells and cloud tops. blue dotted line for convergence line ) ;(b) surface pressure (hPa,solid contours, 

blue G and D for center of high and low pressure), temperature(℃,dashed contours, L、N for the center of cold and 

warm air), wind(m/s),and rain at16：00BST on 18 July 2007 (from shadow to dark areas is 10、25、50、75、100mm 

respectively）. 

 

a b 
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6. Conclusion 

   By using the conventional observations, the unconventional FY—2 satellite 
infrared and visible cloud images, and the meso-scale automatic weather station data, 
the formation and development process of a PECS were analyzed in North China on 
18 July 2007. Results indicated that the PECS formation and development were 
associated with low-level cold air activities from Northeast China. The cold and the 
south-west wet warm air made stronger convergence to produce the PECS. Cloud 
images also indicated that the PECS was a long life meso-α-scale convective system, 
which has lived 18 hours from formation to termination. The PECS is successively 
composed by 10 convection cells. When two α-scale convective systems combined, 
the heavy rain over Shanghe produced. At the same time, a narrow cloud line (also is 
called outflow or gust front) that contained 4 γ-scale convective cells can be seen on 
the visible cloud images. The gust front corresponded with the narrow cloud line. 
Behind the cold front and the gust front, a γ-scale high pressure occurred, and the 
individual high pressure soon grows up to a α-scale high pressures, with rain happens 
between the cold front and the high pressures. The strongest heavy rain over 
Shanghe occurred when the mesohigh pressure appeared. Different from the suburb 
rain, the urban rain over Jinan generated when two different cloud tops in the same 
cloud merged into one stronger cloud top. The precipitation over Shanghe was 
produced by the main thunderstorm outflow from the PECS and warm atmosphere 
from the environment, and the heavy rain over Jinan might have some connection 
with two β-scale and one γ-scale convective cells in a multi-cells thunderstorm which 
was produced by main outflow and sub-outflow combining.   
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