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1. Introduction
Tab. 1 Production and experimental HPC systems at JSC, one of the three German national supercomputing centres. Possibility to 

explore capabilities of heterogeneous accelerator systems such as JURECA or DEEP for CPCM. New Xeon Phi KNL deployments 
are under way (e.g., JUKNIGHT). Central storage on ≈16 PB IBM GPFS. Co-design towards exascale performance (DEEP-ER).
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2. Experiments

3. Scaling tests

4. Next steps

Background and motivation

• High-Performance Computing (HPC) developments: Ever-increasing performance and 
complexity (parallelism, vectorisation, fast interconnects, parallel filesystems, memory 
hierarchies, etc.) – larger, more complex problems can be simulated

• Climate modelling developments: Higher resolution, multi-physics regional earth system 
models, growing model domains, long integration times and large ensembles

• Multiple benefits of convection-permitting climate modelling (CPCM), e.g., reduced 
uncertainties related to convection parameterisation, better representation of convective 
precipitation, more realistic representation of surface properties or exchange processes 

• CPCM is computationally demanding (Prein et al., 2015); however, HPC resources in 
principle exist, e.g., at institutions like the Jülich Supercomputing Centre (JSC) (Tab.1)

Objective – optimum model performance to allow for extended large CPCM runs

• Use latest standard version of WRF (Skamarock et al., 2008) model for continental 
convection permitting simulations and optimize usage for our simulations on JSC systems 

• Good performance target: 0.25 h wall-clock per simulated day, 30 yrs in about 3.75 months

Central European model domain, 480 x 456 x 50, ≈3km, WRF v3.6.1 (Fig.1a)

• Simulations: (i) 10 yrs validation + land surface properties and resolution sensitivity runs,
(ii) MPI-ESM-LR RCP4.5: 1995-2005, 2040-2050, 2090-2100

• Climate-mode settings: WSM5, RRTMG, YSU PBL, Noah LSM

Pan-European model domain, 1600 x 1552 x 50, ≈3km, WRF v3.5.1/v3.8.1 (Fig.1b)

• Simulations: Selected months, towards seasons and multi-year runs
• Climate-mode settings: WSM6/WSM5, CAM/RRTMG, YSU PBL, Noah LSM (v3.5.1/v3.8.1)

Our interest: Land-atmosphere coupling, regional climate change impacts, hydrological model 
forcing, added value in precipitation reproduction (talk on Wed., Goergen et al.)
Contribution to EURO- and Med-CORDEX Flagship Pilot Study (talk Thu., Sobolowski)
Fully coupled RESM TerrSysMP (COSMO + CLM + ParFlow + OASIS3-MCT) forecasts at 
convection permitting resolution (poster Wed., Kollet et al.)

• Currently using highly scalable IBM BG/Q JUQUEEN (testing) and general purpose Linux 
cluster JURECA (production) (Fig.2) in CPU-only setups, accelerators are not yet in use 

• 75% efficiency (speedup / ideal speedup) is considered a threshold for efficient code at 
JSC

• On JUQUEEN (Fig.2a), the 8192 MPI tasks run is about 3.8 times slower than the 
JURECA simulations (Fig.2b and c), albeit the implementations can hardly be directly 
compared with each other 

• The production runs for the Central Europe domain are done with 10 nodes and 240 MPI 
tasks, requiring about 0.63 h / day (Fig.2b)

• With 0.2591 h / day of the 3 km pan-EU JURECA run with 3072 MPI tasks (Fig.2c left) and 
about 83% efficiency (Fig.2c right), the target is met, albeit with very large resource use of 
128 compute nodes

• Without using OpenMP/MPI hybrid parallelism, simulation moves from being compute 
bound to highly communication-bound (Elliot, 2015)

• A runtime improvement is expected from using MICs or GPUs; even if code does not run 
natively on the accelerator; by offloading e.g. the radiation modules (incl. time-consuming 
data transfers between the CPU and the accelerator), more frequent calls to these routines 
may be possible without a performance penalty

Input / Output operations (not shown)

• CPCM poses a big data challenge: data volume (up to ≈10 TB / month)
• Use of pNetCDF or task local NetCDF over serial I/O (Elliott, 2015)
• Adjust to filesystem characteristics, e.g., via ROMIO hints

• Improvement of efficiency, use less resources
• Use of hybrid parallelism in WRF (OpenMP/MPI) to reduce communication overhead in 

combination with optimized tiling strategy in CPU-only and hybrid setups (Elliott, 2015)
• Optimum parallel I/O strategy
• Systematic testing on JSC's heterogeneous HPC architectures (CPUs + GPUs/MICs) 

based on the built-in functionalities (e.g., RRTMG radiation scheme for GPU and MIC)
• Detailed runtime performance profiling with Score-P/Scalasca, VTune and Darshan
• Testing of in-situ processing and visualisation (VisIt interface)
• “Convection permitting ready” pre- and postprocessing chains
• Use of JURECA's NVIDIA accelerators through CUDA ported physics modules, e.g., for 

cloud microphysics (WSM5) (Mielikainen et al., 2012); or planetary boundary layer scheme 
(YSU) (Huang et al., 2015); multiple modules have been ported, e.g., by the Space Science 
and Engineering Center (SSEC) of University of Wisconsin-Madison

Fig. 2 Strong scaling results for CPCM setups on different JSC HPC systems. Real data test case (6 hr ERA-Interim driven): 2017-07-01, 
test run for 24 hrs. 
(a) Different model domains: efficiency; WRF v3.5.1, JUQUEEN, pNetCDF parallel I/O, please note the model runs with the 
squares and the triangles, these can be compared to the results from experiment (c), the timings are without I/O and initialisation. 
(b) Double-nest EUR-11 (12 km, 448 x 436 x 50) and Central Europe (3 km, 480 x 456 x 50) domains: wall-clock runtime (left), 
speedup (middle), efficiency (right); WRF v3.6.1, JURECA, serial NetCDF I/O, -O2 -xAVX optimisation. 
(c) Pan-European (3 km, 1600 x 1552 x 50) domain: wall-clock runtime (left), speedup (middle), efficiency (right); WRF v3.8.1, 
JURECA, without I/O and initialisation, -O3 -xCORE-AVX2 optimisation.

(b) Pan-European 3 km WRF

Fig. 1 Model domains at 3 km currently in use. (a) Central Europe domain, here: land-atmosphere coupling index according to Dirmeyer 
(2011) for heat-wave summer JJA 2003; (b) Pan-European domain, here: Bowen ratio at 2010-07-01. Setup: One-way double nest, 
ERA-Interim (0.75°) or GCM > EUR-11 (0.11°, ≈12 km) > 0.0275°. The continent-wide model domain allows to investigate scale-
dependent processes like atmospheric moisture budgets, convective system evolution, or widespread frontal system dynamics. 
Processes and their variances may be reproduced across multiple spatial scales and watersheds.

JURECA JUQUEEN JUROPA3 DEEP
C.-nodes

CPU cores
1,872

44,928
28,672

458,752
44

704
128 (2,048)

384 (Booster 1) 
32 (Booster 2)

CPUs / node 2x Intel Xeon E5-2680 v3 HW, 
12 cores, 2.5 GHz

IBM PowerPC A2, 
16 cores, 1.6 GHz

2x Intel Xeon E5-2650 SB
8 cores, 2.0 GHz

2x Intel Xeon E5-2680
8 cores, 2.7 GHz

RAM
Total RAM

128 / 256 / 512 GB DDR4
277 TB

16 GB DDR3
448 TB

64 GB DDR3
2.8 TB

32 GB
4.0 TB + 6.1 TB + 0.5 TB

Accelerator 75x2 NVIDIA Tesla K80 GPUs -/- 4x2 NVIDIA Tesla K20X 
GPUs

4x2Intel Xeon Phi 5110P 
MICs

Intel Xeon Phi 7120X MICs (B1)
Intel Xeon Phi 7120D MICs (B2)

Interconnects EDR Infiniband 5D-Torus, 40GB/s FDR Infiniband QDR Inifiniband, 3D EXTOLL
Peak 

performance
1.8 (CPU) PFLOPS

0.44 (GPU) PFLOPS
5.9 PFLOPS 0.03 PFLOPS 45 (cluster) + 500 (B1) + 38.4 

(B2) TFLOPS

(a) Central-Europe 3 km WRF

IC = βLE,sm σsm

(a) JUQUEEN, strong scaling, EUR-44 (48 km), EUR-11 (12 km), pan-European domain (3 km)

(b) JURECA, strong scaling, EUR-11 (12 km), Central Europe domain (3 km)

(c) JURECA, strong scaling, pan-European domain (3 km)

JUQUEEN Runtime, h wall-clock / 24 h: 6.50  3.27   1.84  0.98  
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