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1. Introduction

The purpose of this technical note is to describe the physical parameterizations, numerical
implementation, coding conventions and software architecture for the NCAR Weather Research and
Forecasting model (WRF) hydrological modeling system, hereafter referred to as WRF-Hydro. The
system is intended to be flexible and extensible and users are encouraged to develop, add and improve
components to meet their application needs.

It is critical to understand, that like the WRF atmospheric modeling system, the WRF-Hydro modeling
system is not a singular ‘model’ per se but, instead it is a modeling architecture that facilitates coupling
of multiple alternative hydrological process representations. There are numerous (over 100) different
configuration permutations possible in WRF-Hydro Version 5.0. Users need to become familiar with the
concepts behind the processes within the various model options in order to optimally tailor the system
for their particular research and application activities.

1.1 Brief History

The WRF-Hydro modeling system provides a means to couple hydrological model components to
atmospheric models and other Earth System modeling architectures. The system is intended to be
extensible and is built upon a modular FORTRANO9O0 architecture. The code has also been parallelized
for distributed memory parallel computing applications. Numerous options for terrestrial hydrologic
routing physics are contained within Version 5.0 of WRF-Hydro but users are encouraged to add
additional components to meet their research and application needs. The initial version of WRF-Hydro
(originally called ‘Noah-distributed’ in 2003) included a distributed, 3-dimensional, variably-saturated
surface and subsurface flow model previously referred to as ‘Noah-distributed’ for the underlying land
surface model upon which the original code was based. Initially, the implementation of terrain routing
and, subsequently, channel and reservoir routing functions into the 1-dimensional Noah land surface
model was motivated by the need to account for increased complexity in land surface states and fluxes
and to provide physically-consistent land surface flux and stream channel discharge information for
hydrometeorological applications. The original implementation of the surface overland flow and
subsurface saturated flow modules into the Noah land surface model are described by Gochis and Chen
(2003). In that work, a simple subgrid disaggregation-aggregation procedure was employed as a means
of mapping land surface hydrological conditions from a “coarsely” resolved land surface model grid to a
much more finely resolved terrain routing grid capable of adequately resolving the dominant local
landscape gradient features responsible for the gravitational redistribution of terrestrial moisture. Since
then numerous improvements to the Noah-distributed model have occurred including optional selection
for 2-dimensional (in x and y) or I-dimensional (“steepest descent” or so-called “D8” methodologies)
terrain routing, a l-dimensional, grid-based, hydraulic routing model, a reservoir routing model, 2
reach-based hydrologic channel routing models, and a simple empirical baseflow estimation routine. In
2004, the entire modeling system, then referred to as the NCAR WRF-Hydro hydrological modeling
extension package was coupled to the Weather Research and Forecasting (WRF) mesoscale
meteorological model (Skamarock et al., 2005) thereby permitting a physics-based, fully coupled land
surface hydrology-regional atmospheric modeling capability for use in hydrometeorological and
hydroclimatological research and applications. The code has since been fully parallelized for
high-performance computing applications. During late 2011 and 2012, the WRF-Hydro code underwent
a major reconfiguration of its coding structures to facilitate greater and easier extensibility and
upgradability with respect to the WRF model, other hydrological modeling components, and other Earth
system modeling frameworks. The new code and directory structure implemented is reflected in this
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document. Additional changes to the directory structure occurred during 2014-2015 to accommodate
the coupling with the new Noah-MP land modeling system. Between 2015-2018, new capabilities were
added to permit more generalized, user-defined mapping onto irregular objects, such as catchments or
hydrologic response units. As additional changes and enhancements to the WRF-Hydro occur they will
be documented in future versions of this document.

1.2 Model Description

WRF-Hydro has been developed to facilitate improved representation of terrestrial hydrologic processes
related to the spatial redistribution of surface, subsurface and channel waters across the land surface and
to facilitate coupling of hydrologic models with atmospheric models. Switch-activated modules in
WRF-Hydro enable treatment of terrestrial hydrological physics, which have either been created or have
been adapted from existing distributed hydrological models. The conceptual architecture for
WRF-Hydro is shown in Figures 1.1 and 1.2 where WRF-Hydro exists as a coupling architecture (blue
box) or “middle-ware” layer between weather and climate models and terrestrial hydrologic models and
land data assimilation systems. WRF-Hydro can also operate in a standalone mode as a traditional land
surface hydrologic modeling system.

Gridded "
Meteorological Analyses/Re-analyses/ Weatht‘er and Climate

Nowcasts/Forecasts Prediction Models
One-way coupling Two-way coupling

WRF-Hydro Driver and
Data Assimilation Components

Conservative regridding and downscaling tools

Overland & Water
Channel Management
Flow Modules

Column Subsurface
Land Flow

Surface Routing Routing

Modules Modules Modules

Integrated Hydrological Models

Figure 1.1. Generalized conceptual schematic of the WRF-Hydro architecture showing various
categories of model components.
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channel routing

ParFlow TOPOFLOW CASC2D* TOPLATS

Linear* water mgmt.

Reservoir

Figure 1.2. Model schematic illustrating where many existing atmosphere, land surface and
hydrological model components could fit into the WRF-Hydro architecture. NOTE: Not all of these
models are currently coupled into WRF-Hydro at this time. This schematic is meant to be illustrative.
Components which are coupled have an asterisk (*) by their name.

WRF-Hydro is designed to enable improved simulation of land surface hydrology and energy states and
fluxes at a fairly high spatial resolution (typically 1 km or less) using a variety of physics-based and
conceptual approaches. As such, it is intended to be used as either a land surface model in both
standalone (“uncoupled” or “offline”’) mode and fully-coupled (to an atmospheric model) mode. Both
time-evolving “forcing” and static input datasets are required for model operation. The exact
specification of both forcing and static data depends greatly on the selection of model physics and
component options to be used. The principle model physics options in WRF-Hydro include:

e 1-dimensional (vertical) land surface parameterization

» surface overland flow

o saturated subsurface flow

e channel routing

e reservoir routing

o conceptual/empirical baseflow

Both the Noah land surface and Noah-MP land surface model options are available for use in the current
version of the WRF-Hydro. The rest of this document will focus on their implementation. Future
versions will include other land surface model options.

Like nearly all current land surface models, the Noah and Noah-MP land surface parameterizations
require a few basic meteorological forcing variables. Required meteorological forcing variables are
listed in Table 1.1.
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Table 1.1 Required input meteorological forcing variables for the Noah and Noah-MP LSMs

Variable Units
Incoming shortwave radiation (W/m?)
Incoming longwave radiation (W/m?)
Specific humidity (kg/kg)
Air temperature (K)
Surface pressure (Pa)
Near surface wind in the u - component (m/s)
Near surface wind in the v-component (m/s)
Liquid water precipitation rate (mm/s)

[Different land surface models may require other or additional forcing variables or the specification of
forcing variables in different units. ]

When coupled to the WRF regional atmospheric model the meteorological forcing data is provided by
the atmospheric model with a frequency dictated by the land surface model time-step specified in WRF.
When run in a standalone mode, meteorological forcing data must be provided as gridded input time
series. Further details on the preparation of forcing data for standalone WRF-Hydro execution is
provided in Section 5.7.

External, third party, Geographic Information System (GIS) tools are used to delineate a stream channel
network, open water (i.e., lake, reservoir, and ocean) grid cells and groundwater/baseflow basins. Water
features are mapped onto the high-resolution terrain-routing grid and post-hoc consistency checks are
performed to ensure consistency between the coarse resolution Noah/Noah-MP land model grid and the
fine resolution terrain and channel routing grid.

The WRF-Hydro model components calculate fluxes of energy and moisture either back to the
atmosphere or also, in the case of moisture fluxes, to stream and river channels and through reservoirs.
Depending on the physics options selected, the primary output variables include but are not limited to
those in the table below. Output variables and options are discussed in detail in Section 6.
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Table 1.2 Primary Output data from WRF-Hydro

Variable Units
Surface latent heat flux W m-2
Surface sensible heat flux W m-2
Ground heat flux W m-2
Ground surface and/or canopy skin temperature K
Surface evaporation components (soil evaporation, transpiration, canopy

water evaporation, snow sublimation and ponded water evaporation) kg m-2 s-1
Soil moisture m3 m-3
Soil temperature K
Deep soil drainage

Surface runoff mm
Canopy moisture content mm
Snow depth m
Snow liquid water equivalent mm
Stream channel inflow (optional with terrain routing) mm
Channel flow rate (optional with channel routing) m3 s-1
Channel flow depth (optional with channel routing) mm

Reservoir height and discharge (optional with channel and reservoir routing)

WRF-Hydro has been developed for linux-based operating systems including small local clusters and
high performance computing systems. Additionally, the model code has also been ported to a selection
of virtual machine environments (e.g. "containers") to enable use of small domain cases on many
common desktop computing platforms (e.g. Windows and MacOS). The parallel computing schema is
provided in Section 2.3. WRF-Hydro utilizes a combination of netCDF and flat ASCII file formats.

The majority of input and output is handled using netCDF data protocols and netCDF is a requirement
for running the model. Details on the software requirements are available online on the FAQs page of
the website as well as in the How To Build & Run WRF-Hydro V5 in Standalone Mode document also
available from https://ral.ucar.edu/projects/wrf hydro.

WRF-Hydro is typically set up as a computationally-intensive modeling system. Simple small domains
(e.g. 16 km?) can be configured to run on a desktop platform. Large-domain model runs can require
hundreds or thousands of processors. We recommend beginning with and example “test case” we supply
at the WRF-Hydro website https:/ral.ucar.edu/projects/wrf _hydro before moving to your region of
interest, particularly if your region or domain is reasonably large.
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2. Model Code and Configuration Description

This chapter presents the technical description of the WRF-Hydro model code. The chapter is divided
into the following sections:

2.1. Brief code overview

2.2. Driver level description

2.3. Parallelization strategy

2.4. Directory structures

2.5. Model sequence of operations

2.6. WRF-Hydro compile-time options

2.7. WRF-Hydro run-time options

2.1 Brief code overview

WRF-Hydro is written in a modularized, FORTRAN90 coding structure whose routing physics modules
are switch activated through a model namelist file hydro.namelist. The code has been parallelized
for execution on high-performance, parallel computing architectures including LINUX operating system
commodity clusters and multi-processor desktops as well as multiple supercomputers. More detailed
model requirements depend on the choice of model driver, described in the next section.

2.2 Driver level description

WRF-Hydro is essentially a group of modules and functions which handle the communication of
information between atmosphere components (such as WRF, CESM or prescribed meteorological
analyses) and sets of land surface hydrology components. From a coding perspective the WRF-hydro
system can be called from an existing architecture such as the WRF model, the CESM, NASA LIS, etc.
or can run in a standalone mode with its own driver which has adapted part of the NCAR High
Resolution Land Data Assimilation System (HRLDAS). Each new coupling effort requires some basic
modifications to a general set of functions to manage the coupling. In WRF-Hydro, each new system
that WRF-Hydro is coupled into gets assigned to a directory indicating the name of the coupling
component WRF-Hydro is coupled to. For instance, the code which handles the coupling to the WRF
model is contained in the WRF cpl/ directory in the WRF-Hydro system. Similarly, the code which
handles the coupling to the offline Noah land surface modeling system is contained within the Noah_cpl
/ directory and so on. Description of each directory is provided in Section 2.4.

The coupling structure is illustrated here, briefly, in terms of the coupling of WRF-Hydro into the WRF
model. A similar approach is used for coupling the WRF-Hydro extension package into other modeling
systems or for coupling other modeling systems into WRF-Hydro.

Example: For coupled WRF/WRF-Hydro runs the WRF-Hydro components are compiled as a single
library function call with the WRF system. As such, a single executable is created upon compilation
(wrf.exe). As illustrated in Figure 2.3 WRF-hydro is called directly from WRF in the WRF surface
driver module (phys/ module surface driver.F). The code that manages the communication is
the WRF drv Hydro.F interface module that is contained within the WRF cpl/ directory. The
WRF drv Hydro.F interface module is the specific instance of a ‘General WRF-Hydro Coupling
Interface’ for the WRF model which passes data, grid and time information between WRF and
WRF-Hydro. Components within WRF-Hydro then manage the dynamic regridding “data mapping”
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and sub-component routing functions (e.g. surface, subsurface and/or channel routing) within
WRF-Hydro (see Fig. 1.1 for an illustration of components contained within WRF-Hydro).

Upon completion of the user-specified routing functions, WRF-Hydro will remap the data back to the
WRF model grid and then pass the necessary variables back to the WRF model through the
WRF drv_Hydro.F interface module. Therefore, the key component of the WRF-Hydro system is the
proper construction of the WRF cpl Hydro interface module (or more generally ‘XXX cpl Hydro’).
Users wishing to couple new modules to WRF-Hydro will need to create a unique “General WRF-Hydro
Coupling Interface” for their components. Some additional examples of this interface module are
available upon request for users to build new coupling components. This simple coupling interface is
similar in structure to other general model coupling interfaces such as those within the Earth System
Modeling Framework (ESMF) or the Community Surface Dynamics Modeling System (CSDMS).

___________________________________________________________________________________________________

WRF { WRF-Hydro

WRF-Hydro driver

_______________________________

General WRF-Hydro
Coupling Interface

Figure 2.1 Schematic illustrating the coupling and calling structure of WRF-Hydro from the WRF
Model.

The model code has been compiled using the PGI Fortran compiler, the Intel ‘ifort” compiler and the
public license GNU Fortran compiler ‘gfortran’ for use with Linux-based operating systems on
desktops, clusters, and supercomputing systems.Because the WRF-Hydro modeling system relies on
netCDF input and output file conventions, netCDF Fortran libraries must be installed and properly
compiled on the system upon which WRF-Hydro is to be executed. Not doing so will result in
numerous error messages such as ‘...undefined reference to netCDF library ..." or similar messages
upon compilation. For further installation requirements see the FAQs page of the website as well as in
the How To Build & Run WRF-Hydro V5 in Standalone Mode document also available from
https://ral.ucar.edu/projects/wrf hydro.

2.3 Parallelization strategy

Parallelization of the WRF-Hydro code utilizes geographic domain decomposition and ‘halo’ array
passing structures similar to those used in the WRF atmospheric model (Figures 2.2 and 2.3). Message
passing between processors is accomplished using MPI protocols. Therefore the relevant MPI libraries
must be installed and properly compiled on the system upon which WRF-Hydro is to be executed in
parallel mode. Currently sequential compile is not supported so MPI libraries are required even if
running over a single core.

11
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Figure 2.2 Schematic of parallel domain decomposition scheme in WRF-Hydro. Boundary or ‘halo’
arrays in which memory is shared between processors (P1 and P2) are shaded in purple.

A

Figure 2.3 Schematic of parallel domain decomposition scheme in WRF-Hydro as applied to channel
routing. Channel elements (stars) are communicated at boundaries via ‘halo’ arrays in which memory is
shared between processors (P1 and P2). Black and red stars indicate overlapping channel elements used
in the diffusive wave solver.
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2.4 Directory Structures

The top-level directory structure of the code is provided below as nested under trunk/NDHMS and
subdirectory structures are described thereafter. The tables below provide brief descriptions of the file
contents of each directory where the model code resides.

Table 2.1 Description of the file contents of each directory where the model code resides.

File/directory name

Description

Main code files and directories (under version control in a GitHub repository):

Directories:

arc/

Contains macro files, which specify the compile configurations, compiler
options, links to netCDF libraries, etc

CPL/Noah_cpl/

Contains the WRF-Hydro coupling interface for coupling WRF-Hydro
components with the standalone (offline) Noah land surface model data
assimilation and forecasting system

CPL/NoahMP_cpl/

Contains the WRF-Hydro coupling interface for coupling WRF-Hydro
components with the standalone (offline) Noah-MP land surface model data
assimilation and forecasting system

CPL/WRF _cpl/

Contains the WRF-Hydro coupling interface for
coupling WRF-Hydro components with the WRF system

CPL/CLM_cpl/, CPL/LIS cpl/,
CPL/NUOPC _cpl/

Work in progress for ongoing coupling work. Not actively supported.

Data_Rec/ Contains some data declaration modules

deprecated/ Contains files not currently used

Doc/ Pointer to location of full documentation (i.e. this document).

HYDRO drv/ Contains the high-level WRF-Hydro component driver: module HYDRO drv.F

Land models/Noah/

Contains the Noah land surface model driver for standalone or uncoupled
applications

Land models/NoahMP/

Contains the Noah-MP land surface model driver for standalone or uncoupled
applications

MPP/

Contains MPI parallelization routines and functions

nudging/

Contains nudging data assimilation routines and functions

Rapid_routing/

Contains the files necessary for RAPID routing model coupling. Unsupported as
version of RAPID is out of date.

Contains modules and drivers related to specific routing processes in

Routing/ WREF-Hydro
Contains example namelist files for Noah, Noah-MP and the WRF-Hydro
modules (HYDRO). Default and example parameter tables are also included for
template/ HYDRO. Note: Parameter tables for Noah and Noah-MP are stored within the

Land_models directory.
A sample bash script (setEnvar.sh) that could be passed to the compile script
listing compile time options for WRF-Hydro is also located here.
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Table 2.1 continued

Files:

compile offline Noah.sh

Script for compiling WRF-Hydro standalone (offline) version with the Noah
land surface model

compile offline NoahMP.sh

Script for compiling WRF-Hydro standalone (offline) version with the
Noah-MP land surface model

configure Script to configure the WRF-Hydro compilation
Makefile The top-level makefile for building and cleaning WRF-Hydro code
README .build.txt WRF-Hydro build instructions for the standalone model

wrf_hydro_config

Configure script for coupled WRF | WRF-Hydro configuration

* json

JSON files used for testing

Local files and directories created on configure/compile (not part of the version controlled repository):

Directories:
lib/ Directory where compiled libraries are written
mod/ Directory where compiled .mod files are written upon compilation
A symbolic link set by the configure script, which selects the land model from
LandModel/ Land models/ (e.g. LandModel -> Land_models/NoahMP when Noah-MP is

selected)

LandModel cpl/

A symbolic link set by the configure script, which selects the land model from
CPL/. (e.g. LandModel cpl -> CPL/NoahMP_cpl when NoahMP is selected)

Directory where model executable, example parameter tables, and example
namelist files for the compiled model configuration will be populated. These

Run/ files will be overwritten on compile. It is recommended the user copy the
contents of this directory into an alternate location, separate from the code, to
execute model runs.

Files:

macros Macro definition file created by the ‘configure’ script that specifies compilation

settings.

14
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Table 2.2 Modules within the Routing/ directory which relate to routing processes in WRF-Hydro

File/directory name Description

Makefile Makefile for WRF-Hydro component

module channel routing.F Module containing WRF-Hydro channel routing components

module date utilities rt.F Module containing various date/time utilities for routing routines
module GW_baseflow.F Module containing model physics for simple baseflow model

module HYDRO io.F Module containing WRF-Hydro input and (some) output functions
module HYDRO utils.F Module containing several WRF-Hydro utilities

module Ism_forcing.F Module containing the options for reading in different forcing data types

module noah chan param init_ |Module containing routines to initialize WRF-Hydro routing grids
rt.F

module NWM _io.F Module containing output routines to produce CF-compliant desired output

files.
module NWM io_dict.F Dictionary to support CF-compliant output routines.
module RT.F Module containing the calls to all the WRF-Hydro routing initialization

Module for the user-defined mapping capabilities, currently used for NWM

module_ UDMAP.F configuration (NHDPlus network)

Module containing overland flow and subsurface physics routines and grid

Noah_distr routing.F . . .
- - disaggregation routine

module gw gw2d.F Module containing routines for the experimental 2D groundwater model

2.5 Model Sequence of Operations

The basic structure and sequencing of WRF-Hydro are diagrammatically illustrated in Figure 2.4.
High-level job management (e.g. time management, initialization, I/O and model completion) is handled
by the WRF-Hydro system unless WRF-Hydro is coupled into, and beneath, a different modeling
architecture. The WRF-Hydro system can either call an independent land model driver such as the
NCAR High Resolution Land Data Assimilation System (HRLDAS) for both the Noah and Noah-MP
land surface models to execute column land surface physics or be called by a different modeling
architecture such as WRF, the NCAR CESM, or the NASA LIS. When run in an standalone or
“uncoupled” mode, WRF-Hydro must read in the meteorological forcing data necessary to perform land
surface model calculations and it contains the necessary routines to do this. When run in a coupled mode
with WRF or another larger architecture, WRF-Hydro receives meteorological forcing or land surface
states and fluxes from the parent architecture. The basic execution process is as follows:

1. Upon initialization static land surface physiographic data are read into the WRF-Hydro system
and the model domain and computational arrays are established.

2. Depending on whether or not WRF-Hydro is run offline as a standalone system or whether it is
coupled into another architecture, either forcing data is read in or land surface states and fluxes
are passed in.

3. For offline simulations which require land model execution, the gridded column land surface
model is executed.
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4. If routing is activated and there is a difference between the land model grid and the routing grid,
land surface states and fluxes are then disaggregated to the high-resolution terrain routing grids.
If activated, sub-surface routing physics are executed.

If activated, surface routing physics are executed.

If activated, the conceptual base flow model is executed.

If activated, channel and reservoir routing components are executed. Streamflow nudging is

currently available to be applied within the Muskingum-Cunge routing call.

9. Updated land surface states and fluxes are then aggregated from the high-resolution terrain
routing grid to the land surface model grid (if routing is activated and there is a difference
between the land model grid and the routing grid).

10. Results from these integrations are then written to the model output files and restart files or, in
the case of a coupled WRF/WRF-Hydro simulation, passed back to the WRF model.

PN

As illustrated at the bottom of the Figure 2.4, a data assimilation component with NCAR’s DART
(https://www.image.ucar.edu/DAReS/DART/) has been developed. This currently only works with
WRF-Hydro in standalone mode. DART updates WRF-Hydro states independently of model time
integration.
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Figure 2.4 Modular calling structure of WRF-Hydro.
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2.6 WRF-Hydro compile-time options

Compile time options are choices about the model structure which are determined when the model is
compiled. Compile time choices select a WRF-Hydro instance from some of the options illustrated in
Figure 2.4. Compile time options fall into two categories: 1) what is the selected model driver, and 2)
what are the compile options for the that choice of driver. In this guide we limit the description of model
drivers to WRF, Noah, and Noah-MP. Configuring, compiling, and running WRF-Hydro in standalone
mode is described in detail in the How To Build & Run WRF-Hydro V5 in Standalone Mode document
available from https://ral.ucar.edu/projects/wrf hydro.

Compile time options are listed in the repository in the file

trunk/NDHMS/template/setEnvar. sh. The information in that script is annotated here. As the
path implies, this script is a template file. Should you choose to edit it, please make a copy for your

needs (not under version control). The compile script in t runk /NDHMS/compi le*sh can accept the
variables listed in this file if they are set in the user’s environment. The user can also optionally supply a

file containing the variables as the first argument to the script. If make is used for rebuilding the code, it
is recommended that the user put the variables into their environment (e.g. in bash, by sourcing the file

containing the variables) before running the compile step. Below is an example bash script with the
compile time options described. The descriptions are indicated with <<-- and blue text.

#!/bin/bash

# This is a WRF environment variable. Always set to 1=0On for compiling WRF-Hydro.
export WRF HYDRO=1

# Enhanced diagnostic output for debugging: 0=0ff, 1=On.
export HYDRO D=0

# Spatially distributed parameters for NoahMP: 0=0ff, 1=On.
export SPATIAL SOIL=1 <<-- This allows NoahMP to use spatially distributed parameters for the land
surface model rather than parameter based upon soil class and land use category look up tables. See 5.3.1

# RAPID model: 0=0ff, 1=On.
export WRF HYDRO RAPID=0 <<-- Coupling with the RAPID routing model. This option is not currently
supported.

# Large netcdf file support: 0=0ff, 1=On.
export WRFIO NCD LARGE FILE SUPPORT=1 <<-- Allow netCDF I/O of files larger than 2GB.

# WCOSS file units: 0=0ff, 1=On.
export NCEP WCOSS=0 <<- Do not use unless working on the WCOSS machines.

# Streamflow nudging: 0=0ff, 1=0On.
export WRF HYDRO NUDGING=0 <<-- Enable the streamflow nudging routines for Muskingum-Cunge
Routing. See Section 3.6.2.

17


https://ral.ucar.edu/projects/wrf_hydro

WRF-Hydro V5 Technical Description

2.7 WRF-Hydro run time options

There are two namelist files that users must edit in order to successfully execute the WRF-Hydro system

in a standalone mode or “uncoupled” to WRF. One of these namelist files is the hydro.namelist
file and in it are the various settings for operating all of the routing components of the WRF-Hydro

system. The hydro.namelist file is internally commented so that it should be clear as to what is
needed for each setting. A full annotated example of the hydro.namelist file is provided in

Appendix AS.

The second namelist is the namelist which specifies the land surface model options to be used. This
namelist can change depending on which land model is to be used in conjunction with the WRF-Hydro
routing components. For example, a user would use one namelist when running the Noah land surface
model coupled to WRF-Hydro but that user would need to use a different namelist file when running the
CLM model, the Noah-MP model or NASA LIS model coupled to WRF-Hydro. The reason for this is
WRF-Hydro is intended to be ‘minimally-invasive’ to other land surface models or land model driver
structures and not require significant changes to those systems. This minimal invasiveness facilitates
easier coupling with new systems and helps facilitate easy supportability and version control with those

systems. When the standalone WRF-Hydro model is compiled the appropriate namelist.hrldas
template file is copied over to the Run directory based upon the specified land surface model.

In WRF-Hydro v5.0, the Noah and Noah-MP land surface models are the main land surface model
options when WRF-Hydro is run in standalone mode. Both Noah and Noah-MP use a namelist file

called namelist.hrldas, which, as noted above, will contain different settings for the two different
land surface models. For a run where WRF-Hydro is coupled to the WRF model, the WRF model input

file namelist.input becomes the second namelist file. Full annotated example
namelist.hrldas files for Noah and Noah-MP are provided in Appendix A3 and Appendix A4.
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3. Model Physics Description

This chapter describes the physics behind each of the modules in Version 5.0 of WRF-Hydro and the
associated namelist options which are specified at “run time”. The chapter is divided into the following
sections:
3.1. Physics Overview
3.2. Land Model Description: The community Noah and Noah-MP land surface models
3.3. Spatial Transformations
3.3.1 Subgrid Disaggregation-aggregation
3.3.2 User-Defined Mapping
3.3.3 Data Remapping for Hydrological Applications
3.4 Subsurface Routing
3.5 Surface Overland Flow Routing
3.6 Channel and Lake Routing
3.6.1. Gridded Routing using Diffusive Wave
3.6.2. Linked Routing using Muskingum and Muskingum-Cunge
3.7 Lake and Reservoir routing description
3.8 Conceptual base flow model description

3.1 Physics Overview

WRF-Hydro Physics Components —Output Variables
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Figure 3.1. Conceptual diagram of WRF-Hydro physics components and relative outputs.

First the 1-dimensional (1D) column land surface model calculates the vertical fluxes of energy (sensible
and latent heat, net radiation) and moisture (canopy interception, infiltration, infiltration-excess, deep
percolation) and soil thermal and moisture states. Infiltration excess, ponded water depth and soil
moisture are subsequently disaggregated from the 1D LSM grid, typically of 14 km spatial resolution,
to a high-resolution, typically 30—100 m, routing grid using a time-step weighted method (Gochis and
Chen, 2003) and are passed to the subsurface and overland flow terrain-routing modules. In typical U.S.
applications, land cover classifications for the 1D LSMs are provided by the USGS 24-type Land Use
Land Cover product or MODIS Modified IGBP 20-category land cover product (see
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WRF/WPS documentation); soil classifications are provided by the 1-km STATSGO database (Miller
and White, 1998); and soil hydraulic parameters that are mapped to the STATSGO soil classes are
specified by the soil analysis of Cosby et al. (1984). Other land cover and soil type classification
datasets can be used with WRF-Hydro but users are responsible for mapping those categories back to the
same categories as used in the USGS or MODIS land cover and STATSGO soil type datasets. The WRF
model pre-processing system (WPS) also provides a fairly comprehensive database of land surface data
that can be used to set up the Noah and Noah-MP land surface models. It is possible to use other land
cover and soils datasets.

Then subsurface lateral flow in WRF-Hydro is calculated prior to the routing of overland flow to allow
exfiltration from fully saturated grid cells to be added to the infiltration excess calculated from the LSM.
The current existing method used to calculate the lateral flow of saturated soil moisture is that of
Wigmosta et al. (1994) and Wigmosta and Lettenmaier (1999), implemented in the Distributed
Hydrology Soil Vegetation Model (DHSVM). It calculates a quasi-3D flow, which includes the effects
of topography, saturated soil depth, and depth-varying saturated hydraulic conductivity values.
Hydraulic gradients are approximated as the slope of the water table between adjacent grid cells in either
the steepest descent or in both x- and y-directions. The flux of water from one cell to its down-gradient
neighbor on each time-step is approximated as a steady-state solution.

Next, WRF-Hydro specifies the water table depth according the depth of the top of the saturated soil
layer that is nearest to the surface. Typically, a minimum of four soil layers are used in a 2-meter soil
column used in WRF-Hydro but this is not a strict requirement. Additional discretization permits
improved resolution of a time-varying water table height and users may vary the number and thickness
of soil layers in the model namelist described in the Appendices A3, A4, and AS.

Then overland flow is defined. The fully unsteady, spatially explicit, diffusive wave formulation of
Julien et al. (1995-CASC2D) with later modification by Ogden (1997) is the current option for
representing overland flow, which is calculated when the depth of water on a model grid cell exceeds a
specified retention depth. The diffusive wave equation accounts for backwater effects and allows for
flow on adverse slopes (Ogden, 1997). As in Julien et al. (1995), the continuity equation for an overland
flood wave is combined with the diffusive wave formulation of the momentum equation. Manning’s
equation is used as the resistance formulation for momentum and requires specification of an overland
flow roughness parameter. Values of the overland flow roughness coefficient used in WRF-Hydro were
obtained from Vieux (2001) and were mapped to the existing land cover classifications provided by the
USGS 24-type land-cover product of Loveland et al. (1995) and the MODIS 20-type land cover product,
which are the same land cover classification datasets used in the 1D Noah/Noah-MP LSMs.

Additional modules have also been implemented to represent stream channel flow processes, lakes and
reservoirs, and stream baseflow. In WRF-Hydro v5.0 inflow into the stream network and lake and
reservoir objects is a one-way process. Overland flow reaching grid cells identified as ‘channel’ grid
cells pass a portion of the surface water in excess of the local ponded water retention depth to the
channel model. This current formulation implies that stream and lake inflow from the land surface is
always positive to the stream or lake element. There currently are no channel or lake loss functions
where water can move from channels or lakes back to the landscape. Channel flow in WRF-Hydro is
represented by one of a few different user-selected methodologies described below. Water passing into
and through lakes and reservoirs is routed using a simple level pool routing scheme. Baseflow to the
stream network is represented using a conceptual catchment storage-discharge bucket model formulation
(discussed below) which obtains “drainage” flow from the spatially-distributed landscape. Discharge
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from buckets is input directly into the stream using an empirically-derived storage-discharge
relationship. If overland flow is active, the only water flowing into the buckets comes from soil
drainage. This is because the overland flow scheme will pass water directly to the channel model. If
overland flow is switched off and channel routing is still active, then surface infiltration excess water
from the land model is collected over the pre-defined catchment and passed into the bucket as well. Each
of these process options are enabled through the specification of options in the model namelist file.

3.2 Land model description: The community Noah and Noah-MP land surface models

[NOTE: As of this writing, only the Noah and Noah-MP land surface models are supported within
WRF-Hydro. Additional land surface models such as CLM or land model driver frameworks, such as
the NASA Land Information System (LIS) have been coupled with WRF-Hydro but those efforts are in
various phases of development and are not yet formally supported as part of the main code repository. |

The Noah land surface model is a community, 1-dimensional land surface model that simulates soil
moisture (both liquid and frozen), soil temperature, skin temperature, snowpack depth, snowpack water
equivalent, canopy water content and the energy flux and water flux terms at the Earth’s surface
(Mitchell et al., 2002; Ek et al., 2003). The model has a long heritage, with legacy versions extensively
tested and validated, most notably within the Project for Intercomparison of Land surface
Parameterizations (PILPS), the Global Soil Wetness Project (Dirmeyer et al. 1999), and the Distributed
Model Intercomparison Project (Smith, 2002). Mahrt and Pan (1984) and Pan and Mahrt (1987)
developed the earliest predecessor to Noah at Oregon State University (OSU) during the mid-1980’s.
The original OSU model calculated sensible and latent heat flux using a two-layer soil model and a
simplified plant canopy model. Recent development and implementation of the current version of Noah
has been sustained through the community participation of various agency modeling groups and the
university community (e.g. Chen et al., 2005). Ek et al. (2003) detail the numerous changes that have
evolved since its inception including, a four layer soil representation (with soil layer thicknesses of 0.1,
0.3, 0.6 and 1.0 m), modifications to the canopy conductance formulation (Chen et al., 1996), bare soil
evaporation and vegetation phenology (Betts et al., 1997), surface runoff and infiltration (Schaake et al.,
1996), thermal roughness length treatment in the surface layer exchange coefficients (Chen et al., 1997a)
and frozen soil processes (Koren et al., 1999). More recently refinements to the snow-surface energy
budget calculation (Ek et al., 2003) and seasonal variability of the surface emissivity (Tewari et al.,
2005) have been implemented.

The Noah land surface model has been tested extensively in both offline (e.g., Chen et al., 1996, 1997;
Chen and Mitchell, 1999; Wood et al., 1998; Bowling et al., 2003) and coupled (e.g. Chen et el., 1997,
Chen and Dudhia, 2001, Yucel et al., 1998; Angevine and Mitchell, 2001; and Marshall et al., 2002)
modes. The most recent version of Noah is currently one of the operational LSP’s participating in the
interagency NASA-NCEP real-time Land Data Assimilation System (LDAS, 2003, Mitchell et al., 2004
for details). Gridded versions of the Noah model are currently coupled to real-time weather forecasting
models such as the National Center for Environmental Prediction (NCEP) North American Model
(NAM), and the community WRF model. Users are referred to Ek et al. (2003) and earlier works for
more detailed descriptions of the 1-dimensional land surface model physics of the Noah LSM.

Support for the Noah Land Surface Model within WRF-Hydro is currently frozen at Noah version 3.6.

Since the Noah LSM is not under active development by the community, WRF-Hydro is continuing to
support Noah in deprecated mode only. Some new model features, such as the improved output routines,
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have not been setup to be backward compatible with Noah. Noah users should follow the guidelines in
Appendix A2 for adapting the WRF-Hydro workflow to work with Noah.

Noah-MP is a land surface model (LSM) using multiple options for key land-atmosphere interaction
processes (Niu et al., 2011). Noah-MP was developed to improve upon some of the limitations of the
Noah LSM (Koren et al., 1999; Ek et al., 2003). Specifically, Noah-MP contains a separate vegetation
canopy defined by a canopy top and bottom, crown radius, and leaves with prescribed dimensions,
orientation, density, and radiometric properties. The canopy employs a two-stream radiation transfer
approach along with shading effects necessary to achieve proper surface energy and water transfer
processes including under-canopy snow processes (Dickinson, 1983; Niu and Yang, 2004). Noah-MP
contains a multi-layer snow pack with liquid water storage and melt/refreeze capability and a
snow-interception model describing loading/unloading, melt/refreeze capability, and sublimation of
canopy-intercepted snow (Yang and Niu 2003; Niu and Yang 2004). Multiple options are available for
surface water infiltration and runoff and groundwater transfer and storage including water table depth to
an unconfined aquifer (Niu et al., 2007).

The Noah-MP land surface model can be executed by prescribing both the horizontal and vertical
density of vegetation using either ground- or satellite-based observations. Another available option is for
prognostic vegetation growth that combines a Ball-Berry photosynthesis-based stomatal resistance (Ball
et al., 1987) with a dynamic vegetation model (Dickinson et al. 1998) that allocates carbon to various
parts of vegetation (leaf, stem, wood and root) and soil carbon pools (fast and slow). The model is
capable of distinguishing between C, and C, photosynthesis pathways and defines vegetation-specific
parameters for plant photosynthesis and respiration.

3.3 Spatial Transformations

The WRF-Hydro system has the ability to execute a number of physical process executions (e.g. column
physics, routing processes, reservoir fluxes) on different spatial frameworks (e.g. regular grids,
catchments, river channel vectors, reservoir polygons, etc). This means that spatial transformations
between differing spatial elements has become a critical part of the overall modeling process. Starting in
v5.0 of WRF-Hydro, increased support has been developed to aid in the mapping between differing
spatial frameworks. Section 3.3.1 describes the spatial transformation process which relies on regular,
rectilinear grid-to-grid mapping using a simplified integer linear multiple aggregation/disaggregation
scheme. This basic scheme has been utilized in WRF-Hydro since its creation as it was described in
Gochis and Chen, 2003. The following section 3.3.2 describes new spatial transformation methods that
have been developed and are currently supported in v5.0 and, more specifically, in the NOAA National
Water Model (NWM). Those user-defined transformations rely on the pre-processing development and
specification of interpolation or mapping weights which must be read into the model. As development
continues future versions will provide more options and flexibility for spatial transformations using
similar user-defined methodologies.
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3.3.1 Subgrid disaggregation-aggregation

This section details the implementation of a subgrid aggregation/disaggregation scheme in WRF-Hydro.
The disaggregation-aggregation routines are activated when routing of either overland flow or
subsurface flow is active and the specified routing grid increment is different from that of the land
surface model grid. Routing in WRF-Hydro is “switch-activated” through the declaration of parameter
options in the primary model namelist file hydro.namelist which are described in Appendix AS.

In WRF-Hydro subgrid aggregation/disaggregation is used to represent overland and subsurface flow
processes on grid scales much finer than the native land surface model grid. Hence, only routing is
represented within a subgrid framework. It is possible to run both the land surface model and the routing
model components on the same grid. This effectively means that the aggregation factor between the
grids has a value of 1.0. This following section describes the aggregation/disaggregation methodology
in the context of a “subgrid” routing implementation.

In WRF-Hydro the routing portions of the code have been structured so that it is simple to perform both
surface and subsurface routing calculations on grid cells that potentially differ from the native land
surface model grid sizes provided that each land surface model grid cell is divided into integer portions
for routing. Hence routing calculations can be performed on comparatively high-resolution land
surfaces (e.g., a 25-m digital elevation model) while the native land surface model can be run at much
larger (e.g., 1 km) grid sizes. (In this example, the integer multiple of disaggregation in this example
would be equal to 40.) This capability adds considerable flexibility in the implementation of
WRF-Hydro. However, it is well recognized that surface hydrological responses exhibit strongly
scale-dependent behavior such that simulations at different scales, run with the same model forcing, may
yield quite different results.

The aggregation/disaggregation routines are currently activated by specifying either the overland flow or
subsurface flow routing options in the model namelist file and prescribing terrain grid domain file
dimensions (IXRT,JXRT) which differ from the land surface model domain file dimensions (IX,JX).
Additionally, the model sub-grid size (DXRT), the routing time-step (DTRT), and the integer divisor
(AGGFACTRT), which determines how the aggregation/disaggregation routines will divide up a native
model grid square, all need to be specified in the model hydro.namelist file.

If IXRT=IX, JXRT=JX and AGGFACTRT=1 the aggregation/disaggregation schemes will be activated
but will not yield any effective changes in the model resolution between the land surface model grid and
the terrain routing grid. Specifying different values for IXRT, JXRT and AGGFACTRT#1 will yield
effective changes in model resolution between the land model and terrain routing grids. As described in
the Surface Overland Flow Routing section 3.5, DXRT and DTRT must always be specified in
accordance with the routing grid even if they are the same as the native land surface model grid.

The disaggregation/aggregation routines are implemented in WRF-Hydro as two separate spatial loops
that are executed after the main land surface model loop. The disaggregation loop is run prior to routing
of saturated subsurface and surface water. The main purpose of the disaggregation loop is to divide up
specific hydrologic state variables from the land surface model grid square into integer portions as
specified by AGGFACTRT. An example disaggregation (where AGGFACTRT=4) is given in Figure
3.2.
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Figure 3.2 Example of the routing sub-grid implementation within the regular land surface model grid
for an aggregation factor = 4.
Four model variables are required to be disaggregated for higher resolution routing calculations:

SMCMAX - maximum soil moisture content for each soil type

SMCREEF - reference soil moisture content (field capacity) for each soil type
INFXS - infiltration excess

LKSAT - lateral saturated conductivity for each soil type

SMC - soil moisture content for each soil layer

In the model code, fine-grid values bearing the same name as these with an “RT” extension are created
for each native land surface model grid cell (e.g. INFXSRT vs INFXS).

To preserve the structure of the spatial variability of soil moisture content on the sub-grid from one
model time step to the next, simple, linear sub-grid weighting factors are assigned. These values
indicate the fraction of the of total land surface model grid value that is partitioned to each sub-grid
pixel. After disaggregation, the routing schemes are executed using the fine grid values.

Following execution of the routing schemes the fine-grid values are aggregated back to the native land
surface model grid. The aggregation procedure used is a simple linear average of the fine-grid
components. For example the aggregation of surface head (SFHEAD) from the fine grid to the native
land surface model grid would be:

SFHEADIJ _ XY SFHEADRT,

irtjrt
AGGFACTRT? (3.0)

where, i1, and j,, are the indices of all of the grid cells residing within the native land model grid cell 1,j.
The following variables are aggregated and, where applicable, update land surface model variable
values:

SFHEAD- surface head (or, equivalently, depth of ponded water)

SMC - soil moisture content for each soil layer

These updated values are then used on the next iteration of the land surface model.
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3.3.2 User-Defined Mapping

The emergence of hydrologic models, like WRF-Hydro, that are capable of running on gridded as well
as vector-based processing units requires generic tools for processing input and output data as well as
methods for transferring data between models. Such a spatial transformation is currently utilized when
mapping between model grids and catchments in the WRF-Hydro/National Water Model (NWM)
system. In the NWM, selected model fluxes are mapped from WRF-Hydro model grids onto the
NHDPlus catchment polygon and river vector network framework. The GIS pre-processing framework
described here allows for fairly generalized geometric relationships between features to be characterized
and for parameters to be summarized for any discrete unit of geography.

3.3.3 Data Remapping for Hydrological Applications

A common task in hydrologic modeling is to regrid or aggregate data from one unit of analysis to
another. Frequently, atmospheric model data variables such as temperature and precipitation may be
produced on a rectilinear model grid while the hydrologic unit of analysis may be a catchment
Hydrologic Response Unit (cHRU), defined using a closed polygon and derived from a hydrography
dataset or terrain processing application. Often, cHRU-level parameters must be derived from data on a
grid. Depending on the difference between the scale of the gridded and feature data, simple interpolation
schemes such as nearest neighbor may introduce significant error when estimating data at the cHRU
scale. Other GIS analysis methods such as zonal statistics require resampling of the gridded and/or
feature data and limited control over the common analysis grid resolution, which may also introduce
significant error. Area-weighted grid statistics provide a robust and potentially conservative method for
transferring data from one or multiple features to another. In the case of runoff calculated from a land
surface model grid, the runoff should be conservatively transferred between the grid and the cHRU, such
that the runoff volume is conserved.

The correspondence between polygons and grid cells need only be generated once for any grid/polygon
collection. The correspondence file that is output from the tool stores all necessary information for
translating data between the datasets in either direction.

There are a variety of useful regridding and spatial analysis tools available for use in the hydrologic and
atmospheric sciences. Many regridding utilities exist that are able to either characterize and store the
relationship between grid features and polygons or perform regridding from one grid to another. The
Earth System Modeling Framework (ESMF) offers high performance computing (HPC) software for
building and coupling weather, climate, and related models. ESMF provides the
ESMF RegridWeightGen utility for parallel generation of interpolation weights between two grid files
in netCDF format. These utilities will work for structured (rectilinear) and unstructured grids. The
NCAR Command Language (NCL) has supported the EMSF RegridWeightGen tool since version
6.1.0. Another commonly used tool in the atmospheric sciences are the Climate Data Operators (CDO),
which offer 1-st and 2" —order conservative regridding (remapcon, remapcon2) and regrid weight
generation (gencon, gencon2) based on work of Jones (1999). All of the above-mentioned utilities
require SCRIP grid description files to perform the remapping. The SCRIP standard format for
correspondence stores geometry information for regridding, while the tools mentioned here store just the
spatial weights. Thus, WRF-Hydro spatial correspondence files are more generic, with compact file
sizes, and may be used for non gridded data.
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This script quantifies the polygon to polygon correspondence between geometries in two separate
features (grid cells represented by polygons and basins represented by polygons). This correspondence is
stored in a netCDF format file that contains the spatial weights and identification of all polygons from
one input shapefile that intersect each polygon in another input shapefile. The storage of correspondence
information between one dataset and another allows for many types of regridding and spatial
interpolation between the spatial datasets. This file needs only to be derived once between any two sets
of polygons, and the correspondence file can be used to regrid variables between those spatial datasets.
This is useful if multiple variables must be regridded, or a single variable across many timesteps. As
long as the grids do not change in space or time, the relationship between all features will remain the
constant, and the correspondence file may be used to regrid data between them.

There are uses for this utility that range outside of the hydrological sciences, and this utility may be of
broader interest to the geospatial community. Although interpolation packages exist, this method allows
for storage of the correspondence information for future use in a small-file size. User’s wanting to
create custom spatial weight interpolation files for WRF-Hydro need to refer to the WRF-Hydro GIS
Pre-processing Toolkit and documentation. For reference, variable descriptions of the contents of the
spatial weights file is located in Appendix Al1.

- eV A

Figure 3.3. An illustration of implementing user-defined mapping to translate from gridded fluxes and states to
aggregated catchment fluxes and states, which can be passed into, for example, vector-based channel routing
modules.

3.4 Subsurface Routing

Subsurface lateral flow is calculated prior to the routing of overland flow. This is because exfiltration
from a supersaturated soil column is added to infiltration excess from the land surface model, which
ultimately updates the value of surface head prior to routing of overland flow. A supersaturated soil
column is defined as a soil column that possesses a positive subsurface moisture flux which when added
to the existing soil water content is in excess of the total soil water holding capacity of the entire soil
column. Figure 3.4 illustrates the lateral flux and exfiltration processes in WRF-Hydro.

In the current default implementation of WRF-Hydro with the Noah and Noah-MP land surface models,
there are four soil layers. The depth of the soil layers in WRF-Hydro can be manually specified in the
model namelist file under the ‘ZSOIL’ variable. Users must be aware that, in the present version of
WRF-Hydro, total soil column depth and individual soil layer thicknesses are constant throughout the
entire model domain. Future versions under development are relaxing this constraint. However, the
model is capable of using a different distribution of soil column layer depths and these simply