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ABSTRACT

Diffusion that is implicit in the odd-ordered advection schemes in early versions of the Advanced
Research core of the Weather Research and Forecasting (WRF) model is sometimes insufficient to remove
noise from kinematical fields. The problem is worst when grid-relative wind speeds are low and when
stratification is nearly neutral or unstable, such as in weakly forced daytime boundary layers, where noise
can grow until it competes with the physical phenomena being simulated. One solution to this problem is
an explicit, sixth-order numerical diffusion scheme that preserves the WRF model’s high effective resolution
and uses a flux limiter to ensure monotonicity. The scheme, and how it was added to the WRF model, are
explained. The scheme is then demonstrated in an idealized framework and in simulations of salt breezes
and lake breezes in northwestern Utah.

1. Introduction

One of the strengths of the Advanced Research core
of the Weather Research and Forecasting (WRF)
model is its high effective resolution. This results in
simulations whose energy spectra begin to decay at
shorter wavelengths than do the spectra of simulations
by some other numerical weather prediction models
(Skamarock 2004). The WRF model’s high effective
resolution is achieved partly through the scale-selective
diffusion implicit in the model’s advection schemes
(Skamarock 2004). Each of the model’s odd-ordered,
upwind-biased advection schemes (e.g., fifth) is equiva-
lent to a centered scheme of the next higher order (e.g.,
sixth) plus a diffusive term (Hundsdorfer et al. 1995;
Wicker and Skamarock 2002). The coefficient in this
diffusive term is proportional to the speed of the ad-
vecting wind, so in light wind the diffusion is weak.
Unfortunately, in some cases the diffusion is much too
weak to remove poorly resolved kinematical features
with wavelengths of 2–4 times the grid interval. These

poorly resolved features can grow until they dominate
fields of horizontal divergence and vertical velocity in
the daytime boundary layer. This shortcoming of the
diffusion implicit in the numerics of the WRF model
(numerics shared by several other numerical weather
prediction models) appears also to affect the convective
region of explicitly simulated squall lines (Takemi and
Rotunno 2003; Bryan 2005).

To mitigate this problem, we added to the WRF
model an explicit numerical diffusion scheme proposed
by Xue (2000). The scheme is sixth order, so its scale
selectivity preserves the WRF model’s high effective
resolution while removing energy from poorly resolved
features. The scheme also includes a simple flux limiter
that ensures monotonicity; that is, extant extrema in a
field are not amplified, and no new extrema are cre-
ated. The flux limiter accomplishes this (and is thus
named) because it limits to the downgradient direction
all fluxes of the scalar that are being diffused.

The purposes of this article are to illustrate the oc-
casional inadequacy of the WRF model’s implicit dif-
fusion; to explain how the new sixth-order numerical
diffusion scheme is implemented and why it is well
suited to the WRF model; to examine the effects of the
flux limiter through numerical simulations and simple
tests on an unforced, idealized field; and to demon-
strate the diffusion scheme’s effects on simulated meso-
scale circulations driven by heterogeneity in the lower
boundary conditions.
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2. Methods

a. WRF model

We used version 2.1.2 of the WRF model’s Advanced
Research core (Skamarock et al. 2005), released in
January 2006, which was the most recent official ver-
sion available to us when we conducted this research.
Since then, the modifications introduced and demon-
strated herein have been added to subsequent official
releases of the model. The initialization scheme was
version 2.0 of the WRF Standard Initialization
(WRFSI).

b. Explicit numerical diffusion

Following the technique proposed by Xue (2000), we
chose to apply explicit numerical diffusion by modify-
ing the WRF model’s time-dependent calculations, gen-
erally represented by

��

�t
� S � ���

6�, �1�

wherein the term on the far right is the sixth-order
diffuser that we added, � is some predicted variable, S
is the sum of the terms already represented in the
model (e.g., advection), and � is a coefficient of diffu-
sion,

� � 2�6p�1�t�1�, �2�

wherein p is the number of passes of the diffusion
scheme (in this case, one in x and one in y, for a total of
two) �t is the time step, and 	 is a new parameter in the
run-time configuration file—the namelist, in the par-
lance of the model’s developers and users. A user sets
	 to 0.0–1.0, which specifies the amount of diffusion
applied in one time step to features with wavelengths of
twice the grid interval. (Throughout the paper, by time
step we mean the longer of the time steps, not the
shorter one used for acoustic modes.) For example, 	 �
0.20 would reduce the amplitude of 2�x features by
20% in one time step. The resultant coefficient, �, is not
a function of wind speed, in contrast to the implicit
diffusion in the unmodified WRF model.

When turned on, the explicit diffusion acts on all
three components of wind, on potential temperature,
on all moisture variables and passive scalars, and on
subgrid turbulence kinetic energy. The diffusive term
on the right-hand side of (1) is calculated along the
model’s terrain-following hydrostatic pressure (
) co-
ordinate surfaces (defined by Skamarock et al. 2005).

The stencil for the sixth-order diffusion is seven
points in x, seven in y. When diffusion is calculated
within two points of a domain’s edge, terms in any part
of the stencil that extend beyond the domain are filled

with values from the domain’s perimeter. In other
words, horizontal gradients are assumed to be zero ex-
tending outward from the edge of each domain. This
treatment might be academic, however. In our original
tests of the numerical diffusion scheme, which we ap-
plied to version 2.0.3.1 of the WRF model (Knievel et
al. 2005), we made the sixth-order stencil unidimen-
sional near domains’ perimeters by dropping the calcu-
lation in x at the western and eastern boundaries, and
the calculation in y at the northern and southern
boundaries. This proved insufficient to remove noise
near the perimeters, which is why we revised our ap-
proach. Since then, official changes made by the Na-
tional Center for Atmospheric Research (NCAR) be-
tween that version of the WRF model and the version
that we used for this research have eliminated most of
that noise, independent of explicit diffusion.

c. Monotonicity through the flux limiter

In our modification of the WRF model, we formu-
lated the diffusion scheme in flux form:

���
6� � �

�Fi

�xi
, �3�

wherein

Fi � ��
�5�

�xi
5 , and i � 1, 2. �4�

Unfortunately, when discretized, this sixth-order dif-
fusion scheme suffers from Gibbs oscillations, as do all
such schemes of orders higher than two (Hundsdorfer
et al. 1995; Xue 2000). Gibbs oscillations can introduce
new extrema to the simulated fields and can intensify
extant extrema through unphysical, upgradient diffu-
sion. To eliminate these undesirable properties, we
again followed the example of Xue (2000) and added a
simple flux limiter to the diffusion scheme. The limiter
constrains diffusion to be downgradient by resetting to
zero what Xue (2000) calls the diffusive flux, �F, when
the sign of the flux and the sign of the variable’s gra-
dient are opposite [see (3)]. This constraint makes the
diffusion scheme monotonic. The limiter can be
switched on or off through a second new parameter in
the run-time configuration file.

We found that a side effect of the flux limiter is that
it reduces the effective diffusion rate at the smaller re-
solvable scales. For example, although for many of our
simulations we chose a coefficient of diffusion that
theoretically produced a nominal diffusion rate of 24%
per time step, once the flux limiter was added, the ef-
fective rate was slightly smaller. Our aggressive diffu-
sion rate is somewhat arbitrary; we have tested only a
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few other settings and do not necessarily advocate this
one, although it suits our specific test case. A model
user might choose a rate based on visual identification
of noise in output fields, or, more objectively, based on
fields’ spectra. These topics are addressed in section 3.

d. Configurations of numerical simulations with the
WRF model

Numerical simulations with the WRF model were
made for a 48-h period starting at 0000 UTC 14 July
1998 on four progressively nested domains with respec-
tive grid intervals of 30.0, 10.0, 3.3, and 1.1 km (Fig. 1).
Domain 1, the largest, encompasses a 2940 km � 2520
km region of the eastern Pacific Ocean and western
United States. The nested domains focus on northwest-
ern Utah.

For our control simulation (abbreviated S1) we used
the publicly downloadable model code, modified only
to fix the known bugs, as recommended on the WRF
model Web site (NCAR 2006). Details of the control
simulation, and some of the configurations that we tried
before arriving at a control simulation, are listed in
Table 1. Our core results were not sensitive to the pre-
cise choice of configuration. Most meteorological initial
and boundary conditions were taken from the National
Centers for Environmental Prediction (NCEP)–NCAR
reanalysis (2.5° grid interval), with the exception of
conditions used as input into the land surface model

(soil temperature, sea and lake surface temperatures,
etc.), which were taken from the Eta Data Assimilation
System (EDAS; 40-km grid interval). Our choice of
NCEP–NCAR reanalysis data might seem surprisingly
coarse, but we wanted to provide to the model only the
large-scale environment so that locally driven circula-
tions would develop with little other specified meso-
scale influence.

FIG. 1. Four computational grids used for all simulations. Labels indicate the grid intervals.

TABLE 1. Configurations of the unmodified WRF model, ver-
sion 2.1.2, that we tested in order to arrive at a control simulation
(boldface). Multiple values in the first two rows of the right col-
umn refer to domains 1–4, in that order.

Horizontal grid intervals
(km)

30.0, 10.0, 3.3, 1.1

Vertical levels 32, 32, 32, 32
Temporal integration Runge–Kutta third order
Horizontal advection Fifth order
Vertical advection Third order
Cumulus convection Kain–Fritsch (Eta) on domains

1 and 2
Microphysics Lin (six class)
Boundary layer YSU

Mellor–Yamada–Janjić
MRF
None

Surface layer Monin–Obukhov
Janjić Eta

Land surface Noah model
Shortwave radiation Dudhia
Longwave radiation Rapid radiative transfer model
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We verified against multiple sources the realism of
EDAS’s specification of the Great Salt Lake’s surface
temperature for this case. According to the U.S. Geo-
logical Survey, four in situ observations of the lake tem-
perature on 15 July 1998 were 26°–27°C (E. Crosman
and J. Steenburgh, University of Utah, 2006, personal
communication); the initialized temperatures for our
simulations were 25°–29°C across the entire lake sur-
face, quite in line with the observations. This tempera-
ture range is also consistent with the 18-yr climatogra-
phy presented by Steenburgh et al. (2000) and with
initializations of the simulations conducted by Rife et
al. (2002).

We ran five test simulations (abbreviated S2–S6) that
were variants of the control simulation (Table 2). In the
first of these five (S2) we applied explicit, monotonic,
sixth-order numerical diffusion as described in section
2b. In the second of these five (S3), we retained the
explicit diffusion but turned off the flux limiter so that
monotonicity was no longer forced. Simulations S2 and
S3 involve no modifications to the model code apart
from the addition of the explicit diffusion, whose role
can be isolated through comparisons of S2/3 against S1.

To demonstrate the effects of explicit diffusion on
specific physical phenomena, we ran a second trio of
simulations (S4–S6), each member of which differs
from the corresponding member of the first trio (S1–
S3) only in the addition of three more land-use catego-
ries not included with the official releases of WRF, ver-
sion 2.1.2, and WRFSI, version 2: playa, white sand, and
lava. Of these, playa is most important for our purposes
because it is widespread in northwestern Utah, just to
the southwest of the Great Salt Lake. Rife et al. (2002)
demonstrated the playa’s effect on local boundary layer
circulations in the absence of strong, larger-scale forc-
ing. Their study was based on simulations with the fifth-
generation Pennsylvania State University–National
Center for Atmospheric Research Mesoscale Model
(MM5). We used the same supplemental land-use
dataset when adding the three new categories (Fig. 2)
because we wanted to see how simulations with the

WRF model compared with MM5’s simulations. A de-
tailed, explicit comparison is outside the scope of this
paper, but interested readers can compare our figures
with those from the study by Rife et al. (2002).

While adding the three new land-use categories, we
also subjectively corrected several grid boxes that had
what we deemed to be inappropriate categories in our
computational domains (e.g., wooded tundra near the
playa). Based on our experience, the expanse of the
playa is probably underrepresented in Fig. 2, but mak-
ing wholesale corrections to the geographic tiles that
accompany the WRFSI release was unnecessary for the
purposes of this paper; adopting nominally the same
land-use categories employed by Rife et al. (2002) was
sufficient.

e. Spectral analyses of model output

To quantify the effect of explicit numerical diffusion
on small features and phenomena in our numerical
simulations, we computed two-dimensional spectra of

TABLE 2. Summary of the control and five test simulations.

Simulation Description

S1 Control simulation with unmodified WRF model,
version 2.1.2

S2 As in simulation 1 but with numerical diffusion
and with flux limitation

S3 As in simulation 2 but without flux limitation
S4 As in simulation 1 but with playa
S5 As in simulation 2 but with playa
S6 As in simulation 3 but with playa

FIG. 2. Land-use category on domain 3 (3.3-km grid interval). In
three of the six simulations (S4, S5, and S6), the playa was in-
cluded, as shown here. In the other three simulations (S1, S2, and
S3), which used the default files distributed with the WRFSI, the
regions categorized herein as playa were instead categorized pri-
marily as barren or sparsely vegetated land.
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the vertical velocity, following the well-established
method of Errico (1985). First, the method removes
trends in x and y, forcing a field on a model level to be
periodic in both directions. Next, a two-dimensional
Fourier transform algorithm decomposes the field, and
the resultant two-dimensional complex coefficients are
summed around annuli according to their approximate
wavenumber to compute a one-dimensional energy
spectral density.

f. Simple tests on an unforced, idealized field

To more clearly illuminate the influence of the flux
limiter, we ran a pair of simple tests that did not involve
the WRF model; rather, the sixth-order diffusion
scheme was applied in isolation to a two-dimensional,
idealized field, �. The field was not otherwise forced; it
was only diffused. In one test the flux limiter was turned
off, in the other it was turned on.

We defined � in Fourier space to ensure a �0 spectral
structure—that is, a flat, horizontal curve when energy
spectral density is plotted as a function of wavenumber,
which is generally what we find in the spectra of vertical
velocity from our numerical simulations (see section 3).
The spectral amplitude of � was specified in two di-
mensions by

| �̃ |  �̃��1, �2��̃*��1, �2� � ��0.5, �5�

wherein tildes indicate a Fourier-transformed variable,
an asterisk indicates a complex conjugate, �1 and �2 are
the horizontal wavenumbers, and �  (�2

1 � �2
2)0.5. The

�0.5 exponent on the right side of (5) ensures that the
subsequent one-dimensional spectrum has a �0 struc-
ture—that is, after summing the two-dimensional spec-
trum around annuli (Errico 1985, p. 1555). Equation (5)
specifies only the amplitude of the Fourier-transformed
field. For the modes’ phases, we randomly shifted the
phase of every Fourier component:

�̃��1, �2� � A � exp��2	iN1�1� � exp��2	iN2�2�,

�6�

wherein A is an arbitrary amplitude, N1 and N2 are the
numbers of Fourier components in the two horizontal
dimensions, and �1 and �2 are random numbers be-
tween 0 and 1. The result of this technique, after per-
forming an inverse Fourier transform, is an idealized
field of perturbations having spectral properties similar
to those of vertical velocity from the WRF model.

The grid for the tests on the idealized field was 96 �
96 points, and the diffusion scheme was applied 100
times with a coefficient set to 12% of the maximum
possible for one-dimensional stability [equivalent to

p � 1 and 	 � 0.12 in (2)]. The grid interval and time
step are meaningless. Findings from these tests are pre-
sented along with the other results in section 3.

3. Results

a. Control simulation

The need for additional numerical diffusion in the
standard, unmodified WRF model, version 2.1.2 (our
control version; see boldface text in Table 1) first be-
came apparent when we examined fields of divergence
and vertical velocity in simulations of terrain-forced cir-
culations in the U.S. Great Basin (Figs. 3 and 4). The
fields are noisy in regions of low wind speed and where
the boundary layer is well developed and approxi-
mately statically neutral, or slightly unstable, as is typi-
cal over land during the day. In such an environment,
small-scale perturbations can quickly become ampli-
fied. There is little or no noise where wind speed is high
or where the boundary layer is statically stable, such as
occurs over cold water or at night. The wavelengths of
the spurious patterns of divergence and vertical velocity
are consistently 2–4 times the grid interval and are
aligned with the grid; scale and orientation are the chief
cues for visually separating noise from other features in
the analyzed output. No domain is free of the noise,
although its amplitude varies inversely with the grid
interval. Above the boundary layer, vertical velocity
appears more realistic (Fig. 4).

Although the noise is less conspicuous in horizontal
wind speed than in divergence, the problem is still evi-
dent in the former, especially in finely contoured analy-
ses (Fig. 5). Vectors are less revealing than contours.

To get a better sense of the noise’s sensitivity to vari-
ous physical parameterizations, we ran simulations with
various configurations of the unmodified model (Table
1). The details and severity of the noise change from
one configuration to the next, but some noise is always
present. In particular, switching among boundary layer
schemes does not eliminate the noise, although the Me-
dium-Range Forecast (MRF) model scheme produces
slightly less noise than does the Yonsei University
(YSU) scheme.

b. Simulation with monotonic numerical diffusion

Addition of explicit numerical diffusion greatly miti-
gates the grid-scale noise (cf. Figs. 3 and 6 and Figs. 4
and 7). Patterns in the diffused fields are not so obvi-
ously associated with the model grid. Instead, the pat-
terns appear to be influenced more by the terrain. For
example, bands of convergence tend to be collocated
with the tops of high terrain, where upslope winds meet
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(e.g., Whiteman 2000). In the absence of explicit diffu-
sion, the terrain’s influence is muddied by competition
from extrema due to grid-scale noise (Fig. 3). Indeed,
the great extent to which the fine patterns in Fig. 3 are
due to small, insufficiently resolved features is apparent
in Fig. 8, which shows the difference in divergence be-
tween simulations after and before explicit numerical
diffusion was added.

Figure 8 conveys the scale of the information re-
moved by the explicit numerical diffusion, but only
qualitatively. Spectra of the vertical velocity provide
quantitative evidence that the numerical diffusion has
little effect on scales large enough to be well resolved
(Fig. 9). Only features and phenomena smaller than �6
times the grid interval are strongly damped. Without
explicit diffusion (dashed line in Fig. 9), the model’s
spectrum is too flat at small scales. Models with numer-
ics based on finite differences (e.g., the WRF model)
cannot properly simulate features whose sizes are only
slightly larger than the computational grid interval, so
in numerical simulations energy at small scales is unde-

sirable, even if such energy does appear at small scales
in spectra calculated from observations.

c. Circulations forced by heterogeneity in lower
boundary conditions

Not all simulated phenomena are equally likely to
become noisy. Among the more susceptible are those
that form in weakly forced environments and comprise
low wind speeds, such as boundary layer circulations
that are forced by heterogeneity in lower boundary
conditions (e.g., terrain and land cover). Two such phe-
nomena are common over northern Utah: the lake
breeze off the Great Salt Lake (e.g., Steenburgh et al.
2000) and the salt breeze off the playa southwest of the
lake (e.g., Davis et al. 1999; Rife et al. 2002).

Toward the end of the 48-h simulation that includes
both monotonic diffusion and the playa, both circula-
tions are well developed and easy to identify in plan
views as diffluent flows expanding outward from the
relatively cooler water and salt flats (Fig. 10).

FIG. 3. Quasi-horizontal cross section from the control simulation (S1), valid at 2300 UTC
15 Jul 1998 on domain 3 (3.3-km grid interval). Horizontal divergence at the lowest model
level is contoured every 2 � 10�4 s�1 (positive, solid; negative, dashed) and terrain elevation
(m MSL) is shaded. The thick line labeled A–A� marks the location of the vertical cross
section in Fig. 4. The other thick lines mark the perimeter of the Great Salt Lake and the
border between UT and NV.
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1) SALT BREEZE

In the case of the salt breeze, conditions in the
boundary layer ahead of the breeze’s leading edge are
quite noisy in the simulation without explicit diffusion
(right two-thirds of Fig. 11a). Columns of ascent and
descent alternate at many of the grid points. This noise
is almost entirely removed when explicit diffusion is
applied (right two-thirds of Fig. 11b). The salt breeze
itself, however, appears to be comparatively free of
noise even in the simulation with the unmodified model
(left third of Fig. 11a). As a result, the circulation’s
smoothness is changed very little when monotonic dif-
fusion is applied (left third of Fig. 11b). Apparently, the
higher wind speeds in the most vigorous parts of the salt
breeze result in sufficient implicit diffusion from the
WRF model’s advection scheme.

Not all of the gross characteristics of the breezes in
the two simulations are identical, however. In the less
diffusive simulation (Fig. 11a), the breeze’s leading
edge advances a little faster, and the vertical velocity in
the ascending branch is nearly 1 m s�1 higher than in
the explicitly diffusive case. Air behind the breeze’s
leading edge in the less diffusive case is a little more
stable. The same is true ahead of the breeze, but the
simulations’ differences in the lapse rate of the poten-

tial temperature are not more than 0.3 K km�1 over any
substantial part of the domain depicted in Fig. 11.

2) LAKE BREEZE

The lake breeze and its immediate environment com-
prise higher wind speeds—and therefore more implicit
diffusion—than does the salt breeze, so there are few
significant differences between the local wind fields in
the simulations with and without explicit diffusion (Fig.
12). Both Figs. 12a and 12b depict a generally smooth,
thermally direct circulation with flow away from the
lake low in the boundary layer and, above that, a re-
turning and descending flow toward the lake. The lake
breeze’s leading edge advances at approximately the
same speed in both simulations. As in the case of the
salt breeze, the most notable kinematical difference be-
tween the two simulations is the strength of the ascent
where the lake breeze encounters the environment
ahead of it. Explicit diffusion reduces the maximum
vertical velocity by about 0.5 m s�1.

As with the salt breeze, explicit diffusion also reduces
the static stability in the lowest layers of the lake
breeze, but more dramatically than in the former case.
For reasons that are unclear, in the lowest few hundred
meters depicted on the left side of Fig. 12b, the lapse
rate of the potential temperature is more than 3 K
km�1 less than the lapse rate in Fig. 12a. Nevertheless,
the more diffusive lake breeze is still strongly stable,
and its distribution of stability is qualitatively very simi-
lar to that of the less diffusive lake breeze.

d. Role of the flux limiter

1) DIFFUSION OF THE IDEALIZED FIELD

Results from the simple tests on the idealized field
described in section 2f are generally as expected: diffu-
sion removes small-scale details from the initial ideal-
ized field (cf. Figs. 13 and 14). The gross similarity be-
tween Figs. 14a and 14b verifies that the sixth-order
diffusion scheme remains highly scale selective even
when the flux limiter constrains the diffusion to be
monotonic. On the other hand, there are some subtle
differences between Figs. 14a and 14b. In particular, the
maximum amplitudes of the remaining perturbations
are smaller when the flux limiter is applied. It might at
first appear that, contrary to expectation, the field on
which the flux limiter was active (Fig. 14b) is more
diffusive than the field on which the limiter was inactive
(Fig. 14a). This is an illusion produced by the lower
amplitudes of the flux-limited field, which results in
fewer contours.

A better way to diagnose which of the two tests pro-

FIG. 4. Vertical cross section from the control simulation (S1),
valid at 2300 UTC 15 Jul 1998 on domain 3 (3.3-km grid interval).
Potential temperature is contoured in thin lines every 1 K and
vertical velocity is contoured in thick lines every 5 cm s�1 (ascent,
solid; descent, dashed). Vectors indicate the flow in the plane of
the cross section. Tick marks along the top and bottom of the
figure mark the model’s horizontal grid points. The cross section
is taken along A–A� in Fig. 3.
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duces a more diffusive field is through spectra (Fig. 15).
At very small scales (�2�x), diffusion with the limiter
is, indeed, less effective than is diffusion without the
limiter. The final energy spectral density in the 2�x
scales is six orders of magnitude lower without the flux
limiter. To put this difference in context, Skamarock
(2004) found variations in free-tropospheric spectral
energy density of between one and two orders of mag-
nitude at 2�x when he switched among second-order,
fourth-order, and implicit sixth-order diffusion in the
WRF model. The difference of six orders of magnitude
in our case suggests that those who apply the mono-
tonic limiter might have to increase the diffusion coef-
ficient in order to maintain effective damping of the
smallest features in some environments.

In addition, the flux limiter compromises the diffu-
sion scheme’s scale selectivity. The case without the
limiter (thick, solid curve in Fig. 15) exhibits the behav-
ior expected from simple analytic treatment such as by
Durran (1999, section 2.4.3): scales greater than �7�x
are unaffected by the diffusion scheme. In contrast, the

case with the flux limiter (dashed curve in Fig. 15) has
scales damped up to �14�x.

Thus, it seems that the flux limiter used herein has
some negative properties (i.e., reduced diffusion at very
small scales, and less scale selectivity) that at least
partly offset its positive properties (i.e., the guarantee
of no spurious generation of new extrema). The conse-
quences surely are dependent on the specific applica-
tion of the numerical model. Weaker diffusivity at very
small scales would be more problematic in statically
unstable conditions, in which small-scale perturbations
quickly become amplified. Reduction in scale selectiv-
ity would be more problematic if a simulation has sig-
nificant structure near the model’s effective resolution,
as defined by Skamarock (2004), for example. Cloud-
resolving model simulations with a grid interval of or-
der 1 km are an example of an application that might be
sensitive to changes in effective resolution.

It is difficult to identify the exact mechanism behind
these net effects of the flux limiter. The limiter is only
active under specific conditions (Xue 2000, p. 2857), so

FIG. 5. Quasi-horizontal cross section from the control simulation (S1), valid at 2300 UTC 15 Jul 1998 on domain 3 (3.3-km grid
interval). Horizontal wind speed at the lowest model level is contoured every 1 m s�1 and represented as vectors at every other grid
point. The detailed view in the upper right highlights a noisy region; shaded elevation is removed for clarity.
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the scheme’s properties depend on the local, and often
ephemeral, conditions where it is being applied.

2) DIFFUSION IN THE NUMERICAL SIMULATIONS

The influences of the flux limiter on our numerical
simulations with the WRF model are consistent with
the limiter’s influences on the idealized field, with one
exception. As expected, when the limiter is turned off,
the field of divergence has slightly larger extrema (Figs.
16 and 17). The effect is subtle, however. If the differ-
ence field were not plotted explicitly in Fig. 17, one
might have trouble distinguishing between the results
with and without the limiter (cf. Figs. 6 and 16).

Where the numerical simulations differ from the tests
on the idealized field is in scale selectivity. Switching off
the flux limiter improves scale selectivity only very
slightly (Fig. 18), quite unlike the change in the tests on
the idealized field (Fig. 15). We surmise that the differ-
ence is because of the disparate forcing in the two cases.
The idealized field was not forced at all while the dif-
fusion was applied, whereas at every time step of the
numerical simulation the diffused fields were continu-
ally being forced, including at small scales where diffu-
sion was most active.

FIG. 6. Same as in Fig. 3 but from the simulation with explicit monotonic diffusion (S2), valid
at 2300 UTC 15 Jul 1998 on domain 3 (3.3-km grid interval). The thick line labeled A–A�
marks the location of the vertical cross section in Fig. 7.

FIG. 7. Same as in Fig. 4 but from the simulation with explicit
monotonic diffusion (S2), valid at 2300 UTC 15 Jul 1998 on do-
main 3 (3.3-km grid interval). The cross section is taken along
A–A� in Fig. 6.
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4. Additional commentary

a. Dependence of diffusion on time step

In our scheme, the coefficient of diffusion, �, is a
function of the time step, �t [see (2)]. This is a common
approach (e.g., Durran 1999). Resuming the example
from section 2b, a diffusion parameter of 0.20 on do-
main 3, for which the time step is 20 s, would equate to
a coefficient of (2)�6(2)�1(20 s)�1(0.20) � 7.8125 �
10�5 s�1.

One of the advantages of the form of (2) is that
model users always know the nominal rate (as a func-
tion of time step, not time) at which the scheme is
eliminating waves that are twice the grid interval, use of
the flux limiter excepted. However, Xu et al. (2001)
demonstrated that with this form of equation, changes
in �t can dramatically affect the simulations of meso-
scale convective systems, and presumably of other phe-
nomena, as well. On the face of it, this seems to be an
unwelcome and rather disturbing side effect of the de-
pendence on �t. However, this sensitivity apparently
arises only when a model is configured much too
coarsely for the phenomena and processes that are be-

FIG. 8. Same as in Fig. 3, including the contour interval, except that the divergence is the
difference between simulations with (S2) and without (S1) explicit monotonic diffusion. (The
plotted field is the difference between the two divergence fields, not the divergence of the
difference between the two wind fields.)

FIG. 9. Spectra of vertical velocity in the planetary boundary
layer in simulations with (S2; thick solid) and without (S1; thick
dashed) explicit monotonic diffusion, valid at 2300 UTC 15 Jul
1998. The thin vertical line marks where the wavelength is six
times the horizontal grid interval.
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ing simulated. When the strength of scale-selective nu-
merical diffusion increases or decreases with changes in
�t, the scales of motion that are most affected are those
with wavelengths of only a few times the grid interval,
which models do not resolve well. An appropriate way
to avoid the sensitivity described by Xu et al. (2001) is
to choose a grid interval that adequately resolves the
processes that are critical to the phenomenon being
simulated.

b. Lack of divergent solutions among simulations

One of our most notable results is that the noisy and
the explicitly diffusive sets of simulations produce very
similar salt and lake breezes, even at 48 h. The two sets’
representations of the breezes do not appear to diverge
from each other. As mentioned previously, implicit dif-
fusion is active in these circulations because wind
speeds are sufficiently high, but the implicit diffusion is
weaker than the explicit. In the simulations with only
implicit diffusion, the potential remains for grid-scale
noise to affect larger scales. This does not appear to
happen, however, which suggests little or no upscale
transfer of energy from the grid-scale noise.

We also examined upper-air fields (not shown), well
away from the boundary layer circulations, and did not
find differences that were large in spatial extent or mag-
nitude. We conclude that the overall solutions with and
without explicit diffusion—not just the parts of the so-
lutions associated with the salt and lake breezes—do
not noticeably diverge from each other in physical
space. This suggests a lack of dynamics to transfer up-
scale either the energy or the errors introduced into the
spurious modes fast enough to overcome other factors,
such as lateral boundary conditions. Such a transfer
would also appear in spectra (Fig. 9) as differences at
scales larger than those explicitly damped by the diffu-
sion, caused by the growth of additional energy in
modes of the undamped solution that were not forced
locally in spectral space or at larger scales. At this point
we can only speculate on the controlling factor. One
possibility is that the spurious, grid-scale noise is con-
tained mainly within the planetary boundary layer, and
neither vertical resolution nor the mesoscale environ-
ment support potential upscale mechanisms such as
gravity wave generation.

It is impossible from our application of the explicit

FIG. 10. Quasi-horizontal cross section from the simulation (S5) with explicit monotonic
diffusion and the playa (gray shaded grid boxes), valid at 2300 UTC 15 Jul 1998 on domain 3
(3.3-km grid interval). Horizontal wind speed and direction at the lowest model level are
indicated by vectors at every other grid point. The thick lines labeled A–A� and B–B� mark
the locations of the vertical cross sections in Figs. 11 and 12.
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FIG. 11. Vertical cross sections ahead of, and at the leading edge
of, the salt breeze from simulations with the playa included, valid
at 2100 UTC 15 Jul 1998 on domain 4 (1.1-km grid interval):
simulation (a) without explicit monotonic diffusion (S4) and (b)
with explicit monotonic diffusion (S5). Potential temperature is
contoured every 0.25 K and wind in the plane of the cross section
is shown by vectors. The cross sections are taken along A–A� in
Fig. 10. Note that the simulation depicted in (a) is not the same as
that depicted in Fig. 10, but the simulation depicted in (b) is the
same.

FIG. 12. Vertical cross sections at the leading edge of the lake
breeze from simulations with the playa included, valid at 2100
UTC 15 Jul 1998 on domain 3 (3.3-km grid interval): simulation
(a) without explicit monotonic diffusion (S4) and (b) with explicit
monotonic diffusion (S5). Potential temperature is contoured ev-
ery 0.25 K and wind in the plane of the cross section is shown by
vectors. The cross sections are taken along B–B� in Fig. 10. Note
that the simulation depicted in (a) is not the same as that depicted
in Fig. 10, but the simulation depicted in (b) is the same. The
horizontal spacing of the columns of vectors is less than 3.3 km,
owing to interpolation along the diagonal cross section.
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diffusion in this single study to know whether the lack
of divergent solutions is a general result. It might not
be. Salt breezes, lake breezes, and similar boundary
layer circulations are strongly tied to terrain, land
cover, and diurnal fluctuations in incoming and outgo-
ing radiation. Forcing from these sources is fairly robust
and does not often change greatly from one day to the
next. Moreover, with each change of the circulations’
phases (i.e., from land breeze to lake breeze and back)
there is little dynamical feedback to the forcing from
terrain and radiation. Therefore, simulations such as
those herein should be comparatively insensitive to any
upscale growth of noise, especially any growth on a
time scale of more than half a day. The same is not
generally true of simulations of moist convection. In
weakly forced environments, where and when moist
convection occurs can depend on whether local, fleet-
ing extrema in humidity, vertical motion, convective
inhibition, and the like exceed certain thresholds. Once
moist convection forms, it is subsequently shaped by
the interaction of transitory forcing on many scales,
much of which is self-generated and therefore highly
nonlinear. Wind speeds in and around moist convection
can be fairly high, which means that the WRF model’s
implicit diffusion probably works well through much of
the troposphere once convection is mature. However,
even vigorous moist convection might be organized
such that there is some level of weak wind between
front-to-rear and rear-to-front inflows and outflows.
Also, simulations of organized and unorganized con-

FIG. 14. Perturbation fields in tests of a flux limiter after 100
applications of the sixth-order diffusion scheme: (a) without the
flux limiter, (b) with the flux limiter, and (c) difference between
the fields with and without the flux limiter. (Contour interval is 1
in the first two panels and 0.1 in the third.)

FIG. 13. Initial idealized perturbation field in tests of a flux
limiter (contour interval is 1).
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vection might be sensitive to a noisy boundary layer at
the time of convective initiation. Exploration of these
topics is the subject of recent and ongoing work (e.g.,
Bryan 2005).

c. Effects of noise on transport and dispersion

The fact that the noise in the control simulation con-
sists of alternating, tall, narrow columns of ascent and
descent (Fig. 4) suggests that whether the noise is sup-
pressed or not might significantly affect the transport
and dispersion of airborne material released in the
boundary layer. The vertical distribution of the mate-
rial might be sensitive to the noise, as might the mate-
rial’s footprint and horizontal transport, if the vertical
shear of the horizontal wind is large.

The depth of the daytime boundary layer is slightly
sensitive to the explicit diffusion scheme. Consistent
with the decreases in static stability mentioned above,
explicit diffusion slightly increases the depth of the day-
time boundary layer over a majority of domain 3, al-
though never over its entirety (not shown). The change
is generally less than a few hundred meters. It does not
appear to be the case, then, that the alternating col-
umns of ascent and descent in the noisy simulations
mechanically deepen the boundary layer from its alti-
tude in diffusive simulations, which might be counter-
intuitive.

An adequate treatment of how noise in the boundary
layer affects transport and dispersion is beyond the
scope of this paper, but model users who are interested

FIG. 15. Power spectra of the perturbation fields in tests of a flux
limiter after 100 applications of the sixth-order diffusion scheme
(thick curves) and the initial spectrum (thin curve).

FIG. 16. Same as in Fig. 6 but from the explicitly diffusive simulation (S3) without the flux limiter.
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in the precise results of such simulations should be
aware of this potential sensitivity.

d. General prevalence of grid-scale noise in the
WRF model

Once we became familiar with the noise in our con-
trol simulation—in which fields it appeared, and where
and when it was likely to occur—it was easy to find it in
our colleagues’ simulations as well, some of which were
based on configurations and versions of the model that
we did not test.

The noise described herein is common because the
boundary layer wind speeds required for adequate im-
plicit diffusion are not common. In the WRF model’s
fifth-order, upwind-biased advection scheme (Skama-
rock et al. 2005), the coefficient of the implicit-diffusion
term has the form

�implicit �
|v |

60�x
, �7�

wherein v � (u, �) and �x is the horizontal grid interval.
If we assume, for the sake of example, that |u | � |� | and

FIG. 18. Spectra of the vertical velocity in the planetary bound-
ary layer in explicitly diffusive simulations with (S2; thick dashed)
and without (S3; thick solid) the flux limiter, valid at 2300 UTC 15
Jul 1998. The thin vertical line marks where the wavelength is 6
times the horizontal grid interval.

FIG. 17. Same as in Fig. 8 except that the divergence is the difference between explicitly
diffusive simulations with (S2) and without (S3) the flux limiter, and the contour interval is
2 � 10�5 s�1. (The plotted field is the difference between the two divergence fields, not the
divergence of the difference between the two wind fields.)
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�x � �y, then for the advection scheme to produce
implicit diffusion at least as strong as the explicit diffu-
sion that we prescribed (i.e., �implicit � �; see section
4a), the wind speed would have to be 
15.6 m s�1. This
value is based on a time step that is a factor of 6 greater
than the grid interval, when the former is in seconds
and the latter in kilometers, which is the relationship
recommended by developers of the WRF model. As
long as this recommended relationship is maintained in
nested simulations, the wind speed threshold of 15.6
m s�1 is independent of grid interval. Even if one hori-
zontal component’s wind speed is high enough to ex-
ceed the threshold, the other’s might be low, in which
case the implicit diffusion along that direction would be
weak.

This simple analysis anecdotally suggests that explicit
numerical diffusion is useful for simulating many envi-
ronments in many locations of the world and should be
considered a standard tool in the WRF model.

5. Summary

The strength of the implicit diffusion in the Ad-
vanced Research core of the WRF model varies with
wind speed. We found that in light wind this implicit
diffusion might be too weak to remove grid-scale noise,
which can grow until it dominates kinematical fields in
the daytime boundary layer. To mitigate this problem
we added to version 2.1.2 of the model the explicit,
monotonic diffusion scheme proposed by Xue (2000).
The scheme successfully preserves the WRF model’s
high effective resolution and suppresses noise at poorly
resolved scales. When the explicit diffusion is not con-
strained to be monotonic, the scheme’s scale selectivity
is even greater, although new extrema are no longer
prohibited in the fields being diffused.

Effects of the diffusion scheme were demonstrated
via nested numerical simulations of salt breezes and
lake breezes in northwestern Utah, and via simple tests
on an idealized field. We increased the realism of the
numerical simulations by adding a land-use category for
the playa that is widespread southwest of the Great Salt
Lake. Explicit monotonic diffusion notably improves
simulations of the salt breeze that emerges from the
playa on many afternoons. However, the additional dif-
fusion only subtly affects the lake breeze from the
Great Salt Lake, probably because the wind speeds in
the lake breeze are already high enough implicitly to
suppress the noise via the WRF model’s advection. This
might not be true of lake breezes in general. In the case
of both breezes, diffusion reduces the strong static sta-

bility within the thermally direct circulations, especially
in the lowest layers of the lake breeze.

Despite the explicit diffusion scheme’s sometimes
dramatic reduction of noise, the overall solutions of the
diffusive simulations do not appear to diverge from the
overall solutions of the control simulation. This might
not be a general result but rather a product of the ro-
bust, cyclic forcing of the diurnal phenomena that we
chose to simulate.

Subsequent releases of the WRF model contain the
diffusion scheme that we demonstrated. Control of the
two adjustable parameters in the scheme is provided in
the model’s run-time configuration file. Among the
model users likely to benefit most from employing the
scheme will be those who attempt to simulate phenom-
ena with low grid-relative wind speeds in weak or un-
stable stratification.
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